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A Content Analysis of Library Vendor Privacy Policies: Do They Meet Our Standards?

Trina J. Magi

Librarians have a long history of protecting user privacy, but they have done seemingly little to understand or influence the privacy policies of library resource vendors that increasingly collect user information through Web 2.0-style personalization features. After citing evidence that college students value privacy, this study used content analysis to determine the degree to which the privacy policies of 27 major vendors meet standards articulated by the library profession and information technology industry. While most vendors have privacy policies, the policy provisions fall short on many library profession standards and show little support for the library Code of Ethics.

Librarians have a long history of protecting the confidentiality of library users, believing that free people have the right to read freely without being monitored, judged, ostracized, or surveilled. They have expressed support for this right in the American Library Association (ALA) Code of Ethics and other documents, adopted confidentiality policies for their libraries, and publicly defended reader privacy against threats by the government. There is evidence that the public supports and appreciates this work.

Research shows that in the highly interactive Web 2.0 environment, with its emphasis on information sharing in addition to browsing, youth and college students still value privacy, although they sometimes behave in ways that seem at odds with that value. The Web 2.0 environment, however, poses new challenges for librarians in their commitment to protect user privacy, as vendors of online library databases incorporate personalization features into their search-and-retrieval interfaces, thereby collecting personally identifiable user information not subject to library oversight.

Surprisingly, the library literature reveals no in-depth examination of the privacy policies of vendors of library online resources. Do vendors collect user information? If so, do they handle that information in accordance with privacy standards articulated by the library profession and the information technology industry? Primarily using content analysis, this study sought to answer these important questions. If librarians continue to assure users that their library searches and research interests are confidential but know nothing about the privacy policies of the vendors who provide the databases offered by the library, librarians risk betraying their users’ trust.
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Literature Review

Librarians and Privacy

For many decades, librarians have believed that protecting user privacy is a professional responsibility. Each version of the ALA Code of Ethics, including the original published in 1939, has contained language upholding that principle. This position reflects the belief that libraries and librarians should foster intellectual freedom by giving users the ability to read, view materials, ask questions, and conduct research without having to worry about surveillance, judgment, or ostracism. A person has full access to information only when there is no fear of recrimination. This ability to freely access information is important in a democracy where people are to be their own governors, and it is integral to the freedom of speech promised by the First Amendment.

Recently, librarians received attention and praise for raising concerns about the USA PATRIOT Act, a federal law enacted in 2001 and reauthorized in 2006. The USA PATRIOT Act gave law enforcement greater access to library and other business records. This was not the first time librarians had resisted law enforcement threats to user privacy. In 1970–1971, librarians criticized the Alcohol, Tobacco, and Firearms Unit of the Internal Revenue Service for seeking library records in connection with investigations into planting bombs. In the late 1980s, librarians resisted the FBI’s “library awareness program,” in which FBI agents made visits to research libraries and asked library personnel to report on the reading and research habits of people, especially “foreigners.”

Public Attitudes about Privacy

Librarians have won public support for their commitment to privacy. Currently all states plus the District of Columbia provide some measure of confidentiality protection for library users either in state law or through opinion of the state attorney general, and there is other evidence that people care about privacy. Best, Krueger, and Ladewig reviewed trends in public opinion poll results concerning privacy from 1990 through 2006 and generally found that concern about threats to privacy has been growing in recent years. A six-country survey conducted by Harris Interactive for OCLC investigated the values and social-networking habits of library users and found that nearly three quarters of respondents indicated that it is extremely or very important to be able to control who can use and view their personal information on the Internet. About half feel it is extremely or very important that the library keep information about the books they read and other library activities private. McCullagh’s survey of 1,258 bloggers worldwide found that bloggers value privacy, and only 2.8 percent were not at all concerned with protecting personal information.

Further evidence that people care about privacy and control over personal information can be found in the outrage that followed Facebook’s launch of two features that automatically notified people about others’ activities online, including products purchased. More than 700,000 users of the social networking site signed a petition opposing “News Feed,” a feature introduced in September 2006, and about 50,000 users joined a group opposing “Beacon,” introduced in November 2007. In 2009, Facebook again faced a firestorm of criticism after it made a change to its terms of service that many users interpreted to mean Facebook would own user content, even if a user deleted his or her profile. A member group called “People against the new Terms of Service” (TOS) drew more than 86,000 members, and a coalition of privacy advocates including the Electronic Privacy Information Center threatened to file a formal complaint with the Federal Trade Commission.

Privacy Attitudes and Practices among Teens and College Students

While it is true that many young people share intimate details of their lives on the Web, it is also true that many young people care about privacy. Johns and Law-
son surveyed 444 undergraduate students about their knowledge of the personal information their library may store and their opinions about reasons for collecting and using that information. Most students (85%) said online privacy was important or very important to them, and another 10 percent said it was somewhat important. The survey also found that large majorities of students agreed that a university or library 1) should obtain private information only with students’ consent (92%); 2) should collect student information only for clearly defined purposes (86%); 3) should never disseminate students’ personal information to outside agencies (91%); and 4) should assign appropriate life spans for the retention of student information (74%). A large majority (77%) of students also felt it was not justifiable to develop student profiles for the purpose of improving library collections and services, and 78 percent of students agreed or strongly agreed the library should inform students about the USA PATRIOT Act.

Other studies have examined the attitudes and behaviors of young people online. Youn found that, while using the Web, teenagers engage in privacy-protecting strategies such as falsifying or providing incomplete information, or using alternative Web sites that don’t request personal information. Moscardelli and Divine’s survey of high school students showed support for the proposition that “increasing adolescents’ concern for their online privacy leads to greater use of privacy-protecting behaviors.” In a 2006 survey of 935 American teens, Pew Internet & American Life Project found that although teens engage in risky behavior online, for many, “privacy and disclosure choices are made as they create and maintain social networking profiles” and “most teenagers are taking steps to protect themselves online from the most obvious areas of risk.” Steps include not posting a last name or cell phone number, withholding specific location information, posting false information, and restricting access to online profiles.

Despite people’s concern that their right and ability to control personal information may be violated, they often give personal information freely or fail to take steps to protect their privacy. Numerous researchers have compared people’s attitudes and intentions about privacy with their actual information disclosure behaviors and identified this “privacy paradox.” The privacy paradox is also found among young people. Barnes’ survey of college students found strong disagreement with the statement, “Everybody should know everything about everyone else,” yet she notes that young people freely give up personal information. She suggests this is because “the private versus public boundaries of social media spaces are unclear. On the Internet, the illusion of privacy creates boundary problems.” Students may not understand that parents, future employers, and university officials can read journal entries intended for their online friends.

Web 2.0, Library Vendors and Privacy

Many librarians have gone to great lengths to assure the public that they will protect the confidentiality of library users’ reading and research interests. For example, librarians have worked to protect the confidentiality of their users when they search the online catalog, check out materials, or ask reference questions. However, they have not typically addressed a growing potential privacy threat posed by vendors of Web-based information resources.

The Web 2.0 environment, with its emphasis on interactive information sharing in addition to browsing, poses new challenges in the effort to protect user privacy. For a long time, users have been able to send database search results to themselves or others by supplying e-mail addresses. Now many vendors of online products have begun to incorporate personalization features into their search-and-retrieval interfaces, inviting users to create personal profiles and online repositories where they can record their research interests, search strategies, and favorite articles (for instance, CQ Press’s
“Your Profile”; EBSCO’s “MyEBSCO-host”; Elsevier’s “My Settings”).

Corrado recognized the privacy threat posed by information being held on vendor servers, observing, “Libraries have a significant investment in databases that are housed by commercial vendors outside the library. These commercial vendors may not have the same privacy concerns and policies as the library, however very few libraries warn patrons about this when they link to remote sources on their Web site.”

Luther also acknowledges that online publishers who offer personalized or customized services must retain user-specific information, and she says protecting users’ privacy rights should extend into the electronic environment. It is the obligation of publishers to develop policies for protecting user information, she says. Woodward advises librarians to check the privacy policies of subscription database vendors and publishers that may be keeping data about library users and to “exert their power of the purse when dealing with vendors.”

Litwin also acknowledges the tension between Web 2.0 applications and librarians’ core value of privacy, and calls for more discussion of the issue.

In spite of the growing threat, the literature reveals little activity on the part of librarians to either understand or influence the user confidentiality practices of the vendors with whom they contract. Sturges, Davies, Dearnley, Iliffe, Oppenheim, and Hardy interviewed representatives of 14 companies that supply library management software systems and reported that, according to respondents, “there was no evidence in the responses that libraries paid any special attention to privacy in the negotiations over systems.” In 2002 the International Coalition of Library Consortia (ICOLC) issued “Privacy Guidelines for Electronic Resource Vendors” in an attempt to encourage vendors to adopt privacy policies that conform to the ALA Code of Ethics. These standards, described below, provide a rational basis against which the policies of library vendors can be measured.

Research Questions
Because so little has been published in this area, it was not possible to formulate hypotheses concerning library vendors’ privacy policies. Instead, the project posed and answered several research questions:

1. Do vendors have written privacy policies?
2. Do vendors make these policies readily available to users?
3. To what degree do the existing policies meet privacy standards expressed by the information technology industry?
4. To what degree do the existing policies meet privacy standards expressed by the library profession?

Privacy Standards
To answer research questions 3 and 4, it was necessary to first gather a list of privacy standards. In response to public concern about privacy and in an effort to promote self-regulation, government and business organizations have published standards for handling data and informing consumers. Library organizations have also published recommendations and guidelines about privacy. These standards, described below, provide a rational basis against which the policies of library vendors can be measured.

Information Technology Industry Standards
In 1980 the Organisation for Economic Co-Operation and Development (OECD), of which the United States is a member, adopted the “Recommendation of the Council Concerning Guidelines Covering the Protection of Privacy and Transborder Flows of Personal Data.” These guidelines were intended to provide a foundation for
national privacy legislation, uphold human rights, and prevent interruptions in international flows of data. The U.S. Federal Trade Commission (FTC) cites these and other guidelines in a document titled “Fair Information Practice Principles,” which identifies and describes five core principles of privacy protection: 1) Notice/Awareness, 2) Choice/Consent, 3) Access/Participation, 4) Integrity/Security, and 5) Enforcement/Redress. According to TRUSTe, a private organization that uses these principles to help companies develop and implement policies and resolve disputes, “the Federal Trade Commission’s Fair Information Practices are the closest thing the industry has to an online standard for privacy practices. The Fair Information Practices are based on the principles of full disclosure that underlie an enlightened democracy.” Table 1 presents a summary of the principles, prepared by TRUSTe.

Library Profession Standards
Since the 1930s, the ALA Code of Ethics has advocated the protection of user privacy. Based on the Code of Ethics, ALA also has generated numerous documents that articulate standards regarding user data collection, management, and disclosure. The following statements have been adopted by ALA Council, the association’s official governing body: “Privacy: An Interpretation of the Library Bill of Rights,” “Policy on Confidentiality of Library Records,” “Policy Concerning Confidentiality of Personally Identifiable Information about Library Users,” and “Resolution on the Retention of Library Usage Records.” Together, these official statements provide a set of best practices for librarians to follow in handling data about their users.

There is considerable agreement among the ALA and FTC principles. For example, both stress the importance of having a policy and making it available (notice/awareness) and keeping data secure (integrity/security). However, the ALA principles go beyond transparency and an “informed consumer” and call for librarians to refrain from collecting data when possible, and to actively prevent its disclosure to any person or group except in response to a court order based on good cause.

Although the ALA recommendations were designed to apply to libraries, the 2004 “Policy Concerning Confidentiality of Personally Identifiable Information about Library Users” says confidentiality protection should extend to database search records. The 2006 “Resolution on the Retention of Library Usage Records” clearly recognizes that, in a networked world, library user data often flow outside the confines of the library, and users deserve to be protected when that happens. The resolution urges all libraries to “ensure that the library work with its organization’s information technology unit to ensure that library usage records processed or held by the IT unit are treated in accordance with library records policies,” and “assure that vendor agreements guarantee library control of all data and records.”

In 2002, the International Coalition of Library Consortia (ICOLC) issued “Privacy Guidelines for Electronic Resources Vendors,” sending a clear message that

<table>
<thead>
<tr>
<th>TABLE 1</th>
<th>U. S. Federal Trade Commission Fair Information Practice Principles (as summarized by TRUSTe)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Notice/Awareness:</td>
<td>Web sites should provide full disclosure of what personal information is collected and how it is used.</td>
</tr>
<tr>
<td>Choice/Consent:</td>
<td>Consumers at a Web site should be given choice about how their personal information is used.</td>
</tr>
<tr>
<td>Access/Participation:</td>
<td>Once consumers have disclosed personal information, they should have access to it.</td>
</tr>
<tr>
<td>Integrity/Security:</td>
<td>Personal information disclosed to Web sites should be secured to ensure the information stays private.</td>
</tr>
<tr>
<td>Enforcement/Redress:</td>
<td>Consumers should have a way to resolve problems that may arise regarding sites’ use and disclosure of their personal information.</td>
</tr>
</tbody>
</table>
library privacy standards should also apply to library vendors. The introduction to ICOLC’s privacy guidelines says they were issued “in the interest of informing the companies with which we do business about what is acceptable in the products and services we license.” The guidelines include a suggested vendor privacy statement, which reads, in part: “We also believe it is critical for us to adhere to the American Library Association’s Code of Ethics. We pledge to give you as much control as possible over your personal information. We will not disclose individually identifiable information about you to any third party without your consent.”

ICOLC represents nearly 150 library consortia, but—like ALA—has no formal authority over vendors. Information Today reported that the guidelines reflect the need for library consortia to “influence the practices of the vendor community on a global basis.”

Tables 2 and 3 list standards and guidelines gleaned from the above-cited documents of the International Coalition of Library Consortia and American Library Association. These standards, along with the Federal Trade Commission’s “Fair Information Practice Principles,” serve as the basis for this study’s evaluation of vendor privacy policies.

**Methodology**

**Target Population**

The target population for the study was major vendors of electronic library databases, including indexing/abstracting/full-text resources and electronic journal packages, but not electronic book collections. Unfortunately, an extensive search yielded no existing list of vendors ranked by sales, market share, number of contracts, or other measure. Therefore, the following process was used to generate a list of major vendors.

First, the author reviewed the database holdings at her home institution and consulted with collection management librarians there to develop a preliminary list of 22 vendors. Then the author used data from the National Center for Education Statistics to identify 20 of the largest U.S. college and university campuses by enrollment. Together, libraries at these institutions provide access to online resources to over 900,000 students. The author contacted the head acquisitions librarian at each of these institutions by telephone and asked if she or he would review the preliminary list and indicate whether or not she or he believed it represented the major vendors. “Major vendor” was defined as a vendor who offers what the librarian would consider one or more very important resources, or a vendor who offers a wide array of resources.
Of the 20 librarians contacted, 12 responded with feedback. Five vendors not on the preliminary list were mentioned by at least two librarians and were added. There was no agreement that any vendors should be deleted. This vetting process yielded a final list of 27 vendors considered to be major players by acquisitions librarians at the largest U.S. colleges and universities (table 4).

Sample
Because the target population of major vendors was a manageable number, no sampling was used. Rather, a census of the target population served as the pool for the study.

Data Collection and Analysis
The study used direct observation and content analysis to locate vendor privacy policies and measure them against standards articulated by the information technology industry and the library profession. The author first visited the online search page of a database published by each vendor and explored the links to see if a privacy policy was posted there. If no policy was found, the author contacted a vendor customer service representative, inquired about whether a policy was available, and, if so, requested a copy. If a policy was found, the author printed the policy, saved it as a text file, and recorded basic

TABLE 3
American Library Association Policies, Interpretations, and Resolutions

“Policy on Confidentiality of Library Records”:
- Library should adopt a policy that specifically recognizes that records identifying the names of users are confidential.

“Privacy: An Interpretation of the Library Bill of Rights”:
- Library users have a right to be informed what polices and procedures govern the amount and retention of personally identifiable information.
- Library users have a right to be informed why collection of personally identifiable information is necessary.
- Library users have a right to be informed about what the user can do to maintain his or her privacy.

“Resolution on the Retention of Library Usage Records”:
- Libraries should limit degree to which personally identifiable information is collected, monitored, disclosed, and distributed.
- Libraries should avoid creating unnecessary records.
- Libraries should ensure that records that must be retained are secure.
- Libraries should limit access to personally identifiable information to staff performing authorized functions.
- Libraries should dispose of library usage records containing personally identifiable information unless they are needed for the efficient and lawful operation of the library.
- Libraries should conduct an annual privacy audit to ensure that information processing procedures meet privacy requirements.

“Policy on Confidentiality of Library Records”; “Policy Concerning Confidentiality of Personally Identifiable Information About Library Users”:
- Records identifying library users are not to be made available to any agency of state, federal, or local government, or other person except in response to a court order following a showing of good cause based on specific facts.
facts about the policy, including the name of the link to the document, the number of clicks from the search page, and the date of last update. The author used Microsoft Word’s “Word Count” and “Spelling and Grammar” tools to calculate word count, Flesch reading ease score, and Flesch-Kincaid grade level for each policy. The two latter measures attempt to quantify the readability of a text and were used to address the question of whether or not the policy is easy to understand. This discovery process provided immediate answers to some of the research questions. It also served to gather the text of policies for the formal content analysis described below.

According to Neuendorf, “content analysis is a summarizing, quantitative analysis of messages that relies on the scientific method.” Berelson and Holsti indicate that content analysis may be used to compare content with a standard of adequacy or performance, but Holsti is critical of studies that use standards defined by the investigator’s preferences. That is not the case here. The standards are not the creation of the author; they have been published by the information technology industry and library profession.

When compared with techniques such as interview, Weber says, “content analysis usually yields unobtrusive measures in which neither the sender nor the receiver of the message is aware that it is being analyzed. Hence, there is little danger that the act of measurement itself will act as a force for change that confounds the data.” This makes it an especially appropriate research technique for evaluating vendors’ promises regarding privacy. An interview or survey approach would likely yield less valid results, as vendor representatives who are eager to have their companies favorably perceived may be inclined to offer what they believe are acceptable responses.

**Development of the Codebook**

The author drafted a set of questions to be used as the codebook in the analysis of each vendor privacy policy, using the standards enumerated in tables 1, 2, and 3 as the basis for the questions. Two techniques were used to minimize the degree of judgment required by coders in using the codebook. First, all questions required nominal, not ordinal responses. According to Carney, “the very simplest kind of counting involves a mere check to see whether something is there or not.” Second, the codebook was designed to measure “manifest” or “on the surface” content, rather than “latent” content. The latter requires coders to make subjective interpretations based on their own mental schema.

After creating the draft codebook, the author read through all the policies in the
pool to gain a sense of the language and construction used. Based on this knowledge, the author made revisions to the codebook and added coding instructions for questions that might cause confusion or uncertainty for coders. Both Neuendorf and Holsti recommend such immersion in the message pool as long as it precedes actual coding.45

Coder Training and Codebook Refinement

It is essential to have at least two coders to assess intercoder reliability and reproducibility, defined by Krippendorff as “the degree to which a process can be recreated under varying circumstances, at different locations, using different coders.”46 As Weber explains, “in content analysis, reliability problems usually grow out of the ambiguity of word meanings, category definitions, or other coding rules. Classification by multiple human coders permits the quantitative assessment of achieved reliability.”47 The process of assessing intercoder reliability is important because the goal of content analysis is to identify relatively objective message characteristics. Reliability measures indicate the extent to which a coding process will yield the same results on repeated trials and with different coders, and help to validate the coding scheme by making sure it is not limited to use by one individual.48 Therefore, all policies in the pool were coded independently by two coders—the author and a second coder who is not a member of the library profession.

Considerable time was spent on coder training and refinement of the codebook. The author trained the second coder by reviewing with him the questions and coding instructions and discussing the meaning of various terms. To practice coding and identify areas of confusion, the author and the second coder then independently coded five library vendor privacy policies from outside the study pool. The two reviewed their results together, informally assessed the level of intercoder agreement, and discussed areas of disagreement. The author subsequently edited several questions and coding instructions for increased clarity, rearranged the order of questions, and made changes to the physical layout of the codebook. The two then tested the revised codebook by practice-coding a set of three library vendor privacy policies, also drawn from outside the study pool. An estimated 15 hours were spent in training, practice coding, and codebook revision. The codebook is available from the author.

Pilot Coding

Neuendorf and Lombard, Snyder-Duch, and Bracken49 advise that reliability should be assessed at two points—a pilot before all coding is done and at a final stage after coding is finished. They also stress the importance of calculating intercoder reliability for each variable so that low reliabilities are not obscured by averaging across variables. The author and the second coder used the final revised codebook to independently code 10 vendor policies selected at random (using a random number generator) from within the study pool. After coding, percent intercoder agreement was calculated for each question/variable in this pilot to determine whether sufficient reliability was being achieved. For 19 variables, 100 percent agreement was achieved; for 12 variables, 90 percent agreement was achieved; for seven variables, 80 percent agreement was achieved. Agreement was below 80 percent for only two variables, at 70 percent and 60 percent.

Final Coding

Having achieved strong percent intercoder agreement for almost all variables, no further changes were made to the codebook, and the author and second coder proceeded with independent coding of the 14 remaining policies. (Three vendors had no policy.) All data were entered into a spreadsheet and percent intercoder agreement was recalculated for each variable. Because simple percent agreement is thought to be an “inappropriately liberal measure of intercoder
agreement,” Perreault and Leigh’s index of reliability (I_r) was used as a second measure of intercoder reliability. Unlike crude percent agreement, this index takes into account the fact that some degree of agreement could be expected to occur simply by chance. Index of reliability (I_r) values range from zero to 1, with 1 indicating perfect agreement. Only variables that achieved intercoder reliability (I_r) scores of .80 and higher are reported and discussed. The author considered using the popular Cohen’s kappa to measure intercoder reliability, but the nature of the data made it unworkable (ratings highly skewed toward one category; cases where there was no variability for one coder; and sometimes complete agreement between coders). For each instance in which the two coders disagreed, the author reviewed the variable and vendor policy in question and made a final determination about which answer—the author’s or the second coder’s—to include in the final data set.

Results and Discussion

Results are presented below in the five topical categories used by the FTC “Fair Information Practice Principles”: 1) Notice/Awareness, 2) User Choice/Consent, 3) User Access/Participation, 4) Data Security, and 5) Enforcement/Redress. For each standard that was expressed in terms of what a privacy policy should say, policies were coded simply “yes” or “no.” For other standards expressed in terms of what an organization should do, policies were coded “yes,” “no,” or “doesn’t say.” The “doesn’t say” category allowed for the possibility that a vendor may follow a recommended practice but make no mention of it in its policy.

Notice/Awareness

Tables 5–7 present information about whether or not vendors have privacy policies, where the policies can be found, whether the policies bear a date and are easy to understand, and whether they explain what user information is collected and why. These questions were answered using direct observation, tools in Microsoft Word, and content analysis.

The vendors studied are doing a fair job meeting standards in the category “Notice/Awareness.” Almost all (89%) have written privacy policies. Of these, 63 percent make their policies easy to find, available in one link from the database search page using unambiguous link names that include the word “privacy” (examples: “Privacy Policy,” “Privacy & Security,” “Privacy Policy and Legal Notices”). Only one policy was not available anywhere on the vendor’s Web site; it was obtained by requesting a copy from a customer service representative. A strong majority (71%) of the policies include contact information or a link for questions, concerns, or more information about the policy.

All policies explain what user information is or may be collected, whether it be personally identifiable or anonymous and aggregated. All policies indicate that personal identifying information may be collected to provide certain services, and

| TABLE 5 | Vendor Policy Characteristics—Notice and Awareness Existence, Currency, and Ease of Finding Policy |
| --- | --- | --- |
| Vendor has written privacy policy (n=27) | 24 | 89 |
| Policy available one link away from search page (n=24) | 15 | 63 |
| Policy not available anywhere on vendor Web site (n=24) | 1 | 4 |
| Policy includes contact information for questions (n=24) | 17 | 71 |
| Policy includes date of last update (n=24) | 6 | 25 |
note that there is considerable debate about the validity of these indexes in assessing the comprehensibility of texts. Although objective and easy to apply, they take no account of the reader’s interest and motivation, textual coherence, reader knowledge or perception, or important variables such as paragraph length, organization, illogical propositions, misused words, and insufficient internal punctuation. The Flesch formula is probably the most widely employed, but because none of the available readability indexes is accepted as entirely valid or reliable, readers should use caution in considering these results.

Beyond readability problems, users face a difficult challenge if they want to keep up with changes in vendor policy. Only six of the 24 policies (25%) include the date of last update, and eight (33%) include no information about potential updates or revisions to the policy. Sixteen policies (67%) do mention the possibility of updates and include language such as “changes will be effective when posted,” “changes will appear on this page,” and “check back to see changes,” but only all policies state the purposes for which the information is gathered. Unfortunately, however, not a single policy mentioned or affirmed the ALA Code of Ethics, as recommended in the guidelines issued by ICOLC.

The policies ranged in length from 180 to 1,945 words, with an average of 886 words and a median of 863 words. The Flesch reading ease scores ranged from 26.3 to 54.8, with the average at 39.2. The Flesch reading ease index rates texts on a 100-point scale, with a higher number indicating greater reading ease. Scores ranging from 30 to 50 are considered “difficult” and typical of an academic journal; scores of 60 to 70 are considered “standard.” The Flesch-Kincaid grade level ranged from 10.1 to 12, with the average at 12. Only three (13%) policies scored lower than the 12th-grade level.

The scores suggest the policies are not easy to understand, but it is important to

---

**TABLE 6**

Vendor Policy Characteristics—Notice and Awareness

<table>
<thead>
<tr>
<th>Ease of Understanding Policy (n=24)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Average length of policies</td>
<td>886 words</td>
</tr>
<tr>
<td>Average Flesch reading ease score of policies</td>
<td>39.2</td>
</tr>
<tr>
<td>Average Flesch-Kincaid grade level of policies</td>
<td>12</td>
</tr>
</tbody>
</table>

### TABLE 7

Vendor Policy Characteristics—Notice and Awareness

Information Collection Practices (n=24)

<table>
<thead>
<tr>
<th>Policy explicitly affirms ALA Code of Ethics</th>
<th>Number of Vendors</th>
<th>Percent of Vendors</th>
<th>Percent Intercoder Agreement</th>
<th>Perreault &amp; Leigh’s Index of Reliability (I,)</th>
<th>95% Confidence Lower Limit of I,</th>
</tr>
</thead>
<tbody>
<tr>
<td>Policy explains what user information is/may be collected (including none, aggregate, and/or personally identifiable)</td>
<td>24</td>
<td>100</td>
<td>100</td>
<td>1</td>
<td>n/a</td>
</tr>
<tr>
<td>Vendor collects personal identifying information</td>
<td>24</td>
<td>100</td>
<td>100</td>
<td>1</td>
<td>n/a</td>
</tr>
<tr>
<td>Policy states why/for what purpose personal identifying information is collected</td>
<td>24</td>
<td>100</td>
<td>100</td>
<td>1</td>
<td>n/a</td>
</tr>
</tbody>
</table>
four of these 16 policies (25%) disclose the date of last update. It is, therefore, unclear how users would know if the policy had changed since they had last used the vendor’s product, short of printing a copy of the policy and comparing the text word for word each time they returned to the vendor’s Web site.

**User Choice/Consent**

Table 8 presents the results of content analysis that answered questions regarding user consent to vendors’ collection and sharing of personal information and whether vendors give advice regarding how users can maintain privacy.

Vendors are doing less well expressing in policy a commitment to standards on user choice and consent. Although 92 percent of the policies offer advice (sometimes minimal) about how users can protect their privacy by avoiding certain features or making choices to “opt in” or “opt out,” fewer than half (46%) of the policies say that the sharing of personal information is strictly voluntary and at the user’s discretion. Only three policies (13%) explicitly label personal information as “confidential” or “private.” One of these three policies later lists several situations in which the vendor will share information without the user’s consent, leading one to wonder what was meant by “confidential.”

Only five policies (21%) promise not to share personal identifying information with any third parties without user’s consent. The remaining 19 policies express a variety of reasons for disclosure, but because they do not use consistent terminology, it was difficult to achieve adequate intercoder reliability on this variable. Reasons generally include protecting company property, for advertising and promotion purposes, to protect the safety of employees or the public, for the well-being of the company, and in relation to a legal proceeding. Several vendor policies acknowledge that personal information may be transferred as an asset in connection with a sale or merger of the company, thereby offering users no long-term protection. None of these 19 vendor policies explicitly promises to share information with third parties only with user’s consent or in response to a court order, a standard set by ALA. Releasing information “in accordance to law” or “in response to a legal proceeding” is not the same as requiring a court order. It is unclear whether vendors are meeting the ICOLC standard of allowing users to access the product even if they elect not to allow distribution of personal identifying information; all but one policy were silent on this issue.

**User Access/Participation**

Table 9 presents the results of content analysis that answered questions about whether users are given the ability to control their personal information. This standard was measured by questions about whether users can view, change, and fully delete personal information held by vendors and remove their names from mailing/distribution lists.

Results regarding user access and participation are mixed. Close to three quarters of the vendor policies promise the user the ability to contest the accuracy or completeness of personal information held (71%) or have his/her name removed from distribution or mailing lists (79%). But only 29 percent of policies say the user has the ability to view the information held about him/her, and only 17 percent say the user can fully delete such information.

**Data Security**

Table 10 presents the results of content analysis that answered questions about avoiding the creation of unnecessary records, ensuring that retained records are secure, limiting staff access to personal information, and disposing of records no longer needed. The effort to measure compliance with one ICOLC standard in this area—“Publisher will maintain full control over its Web site to prevent violation of privacy by a third party, such as advertiser or ISP”—failed to achieve adequate intercoder reliability ($I_r=.79$), so it is not reported here. This was not
surprising, as this standard caused the author and second coder a great deal of confusion during the practice coding. It is unclear what constitutes “full control.”

Although most policies (79%) say the vendor takes steps to ensure the security of user records, the policies are generally silent on more specific standards related to data security. No policy says the vendor avoids creating unnecessary records, only one policy (4%) says vendor disposes of personal identifying records unless they’re needed for lawful and efficient operation, and only six policies (25%) say vendor limits access to personal identifying information to staff performing authorized functions.

### TABLE 8

Vendor Policy Regarding User Choice/Consent
(n=24, unless stated otherwise)

| Policy | Number of Vendors | Percent of Vendors | Percent Intercoder Agreement | Perreault & Leigh’s Index of Reliability (I,) | 95% Confidence Lower Limit of I,
|--------|-------------------|--------------------|-----------------------------|---------------------------------------------|-----------------------------
| Policy indicates how users can maintain their privacy (includes advice about features to avoid or about opting in or opting out) | 22 | 92 | 92 | .92 | .81 |
| Policy says giving of personal identifying information is strictly voluntary (e.g., at user’s discretion; knowingly provided by the user) | 11 | 46 | 83 | .81 | .66 |
| Personal identifying information is explicitly labeled “confidential” or “private” in the policy (beyond statements like “we endeavor to keep this information private” or “we respect your privacy”) | 3 | 13 | 92 | .92 | .81 |
| Policy promises vendor will not share personal identifying information with ANY third parties (not including agents) without consent of user | 5 | 21 | 100 | 1 | n/a |
| Vendor shares personal identifying information with third parties ONLY in the following situations: with user’s consent and/or in response to a court order (n=19) | | | | | |
| Yes | 0 | 0 | 95 | .96 | .89 |
| Doesn’t Say | 2 | 11 | | | |
| No | 17 | 89 | | | |
| If user elects not to permit distribution of their personal identifying data, vendor still allows access to product | | | | | |
| Yes | 0 | 0 | 88 | .91 | .79 |
| Doesn’t Say | 23 | 96 | | | |
| No | 1 | 4 | | | |
Enforcement/Redress
Table 11 presents the results of content analysis that answered questions about vendors’ efforts to review their Web sites and information processing procedures to ensure that their policies are upheld and to offer a mechanism for policy enforcement and resolution of user complaints regarding privacy.

Vendor policies generally fail to address standards related to policy enforcement and redress. No vendor indicated in policy that it regularly reviews the functioning of its site to ensure that its privacy policy is enforced, and only one policy (4%) indicated that the vendor conducts a privacy audit of its information processing procedures (and does so “periodically”). Only two policies (8%) tell users how the policy is enforced or how complaints or policy violations will be addressed. It is interesting that not one of the 27 vendor search pages bears a third-party trust mark or privacy seal, such as TRUSTe, BBBOnline, WebTrust, or Better Web. Although this practice is not called for by the standards, it is one way a vendor could communicate its willingness to be accountable with regard to privacy and fair information practices.

Conclusion
This study found that the privacy policies of major vendors of online library resources fail to express a commitment to many of the standards articulated by the librarian profession and information technology industry for the handling and protection of user information. Vendors generally are providing notice about their information collection and sharing practices, but are doing little to let users control what happens to their personal information.

| TABLE 9 |
| Vendor Policy Regarding User Access/Participation (n=24) |
| Number of Vendors | Percent of Vendors | Percent Intercoder Agreement | Perreault & Leigh’s Index of Reliability (Iı) | 95% Confidence Lower Limit of Iı |
| Vendor gives user ability to view, either online or by request, the personal information held about him/her (ability not restricted or qualified in any way) | | | | |
| Yes | 7 | 29 | 83 | .86 | .73 |
| Doesn’t say | 14 | 58 |
| No | 3 | 13 |
| Vendor gives user ability to contest accuracy or completeness of personal information held | | | | |
| Yes | 17 | 71 | 100 | 1 | n/a |
| Doesn’t Say | 7 | 29 |
| No | 0 | 0 |
| Vendor gives user ability to remove name from mailing/distribution list(s) | | | | |
| Yes | 19 | 79 | 83 | .86 | .73 |
| Doesn’t Say | 5 | 21 |
| No | 0 | 0 |
| Vendor gives user ability to fully delete personal information | | | | |
| Yes | 4 | 17 | 92 | .94 | .84 |
| Doesn’t Say | 19 | 79 |
| No | 1 | 4 |
They are unspecific in disclosing how they protect that information from unauthorized access or disclosure, and they offer no clear recourse for users who feel the terms of the policy have been violated. Also, it is clear from their policies that most vendors do not subscribe to the ALA Code of Ethics regarding the protection of user privacy and will share user information with third parties for a variety of reasons, some as vague as “to protect the well-being of the company.” This is especially troubling in light of the fact that the government has drafted private industry for help in its data collection efforts.57

At the same time, the economic value of personal information is increasing. As Fister explains, corporations like Facebook and Google provide people with spaces to “play, engage with others, and make connections” in exchange for a chance to “gather data on what we think, do, read, say, and enjoy, and with whom we associate. It’s exceedingly valuable information because it can be sold to companies who want to follow trends and focus their advertising dollars on just those individuals most likely to respond.”58 That’s why Rupert Murdoch bought MySpace in 2005 for $580 million.59 As Barnes observes, it’s a “gold mine of market research; a microscope into the content habits and brand choices of America’s capricious youth.”60 Librarians would be wise to remember that some of the vendors from whom they buy library databases are also in the business of selling personal information. For example, LexisNexis sells various marketing lists with titles such as “Consumer,” “Homeowner,” and “Relatives and Roommates.” The LexisNexis database that generates these lists has records on over 225 million consumers and 118 million households “with a superior depth

<table>
<thead>
<tr>
<th>Vendor Policy Regarding Data Security (n=24)</th>
<th>Number of Vendors</th>
<th>Percent of Vendors</th>
<th>Percent Intercoder Agreement</th>
<th>Perreault &amp; Leigh’s Index of Reliability (I_r)</th>
<th>95% Confidence Lower Limit of I_r</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vendor avoids creating unnecessary personal identifying records</td>
<td>Yes</td>
<td>0</td>
<td>0</td>
<td>100</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Doesn’t Say</td>
<td>24</td>
<td>100</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vendor disposes of personal identifying records unless they are needed for efficient and lawful operation</td>
<td>Yes</td>
<td>1</td>
<td>4</td>
<td>92</td>
<td>.94</td>
</tr>
<tr>
<td></td>
<td>Doesn’t Say</td>
<td>22</td>
<td>92</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>1</td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vendor takes steps to ensure security of records</td>
<td>Yes</td>
<td>19</td>
<td>79</td>
<td>96</td>
<td>.97</td>
</tr>
<tr>
<td></td>
<td>Doesn’t Say</td>
<td>5</td>
<td>21</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Within its operations, vendor limits access to personal identifying information to staff performing authorized functions</td>
<td>Yes</td>
<td>6</td>
<td>25</td>
<td>88</td>
<td>.91</td>
</tr>
<tr>
<td></td>
<td>Doesn’t Say</td>
<td>18</td>
<td>75</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
of demographic and lifestyle indicators,” according to LexisNexis.61 Other vendors, such as EBSCO Publishing, belong to parent companies whose mission is vastly different from that of the library. EBSCO Industries is a conglomerate that includes a fishing lure manufacturer, a specialty office and computer furniture retailer, a real estate company, and a rifle manufacturer.62

As more companies recognize the economic value of collecting, retaining, and selling personal information, librarians are likely to see greater efforts on the part of vendors to solicit information from library users. Such efforts may be presented as features designed for the convenience of the library user (for example, save favorite searches or articles), and they may indeed provide greater convenience; but this study shows that vendors do not presently share librarians’ commitment to privacy. This is especially important given Hsu’s research showing that the online privacy behavior of university students is influenced by social contexts and Web site categories,63 and the finding of De Rosa et al. that libraries are viewed as trustworthy.64 Students who trust the library and its promise of confidentiality may be inclined to divulge personal information while using databases offered by the library. If librarians are to remain true to the Code of Ethics and the principles that distinguish libraries as special places for free and open inquiry, they must carefully examine the policies behind those databases, advocate for the protection of user privacy, and educate users who have placed their trust in the library.

**Limitations and Recommendations for Further Research**

While the study took a scientific approach to understanding the content of library vendor privacy policies, it does not measure actual practice of these vendors. It does not assess the degree to which vendors are committed to upholding the
promises they make in their policies nor the extent to which they have upheld them in the past. As Holsti cautions, content analysis “can rarely be used to determine the truth of an assertion.”

The study is also limited by its focus on the policies of major library vendors, following the logic that the online products of these vendors—and therefore their privacy practices—touch a vast number of college and university library users. It would be interesting to replicate the study with other groups of vendors and to compare and contrast the results.

It would be valuable to find a more meaningful way to measure readability of policies, and—though undoubtedly difficult to do—it also would be interesting to ask vendor representatives to code their own policies and compare the results with those reported here. Would vendors interpret their own policies differently? Also, the present study did not address vendors’ use of Web beacons, clear GIFs, and cookies, all of which may have implications for user privacy.

Finally, before an appropriate course of action can be determined, it is important to learn whether acquisitions and collection librarians have made or are making any demands concerning user privacy in their negotiations with vendors. If they have not, why not? If they have, what have been the results of those efforts?
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