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ABSTRACT

A computational study was conducted of axisymmetric droplet impingement on a flat surface at low droplet Reynolds numbers. The study was motivated by deposition of melted volcanic ash particles within gas turbine engines, which can pose significant safety risk for jet aircraft encountering volcanic ash clouds. The computations were performed using the combined level-set volume-of-fluid method for Reynolds numbers $0.05 \leq Re \leq 10$, typical of volcanic ash impingement problems. Computational results were compared to typical assumptions for approximate droplet impact models at high Reynolds number. The computational predictions were validated using existing experimental data. The computations indicate that contact radius increases over short time in proportion to the square root of time, in agreement with short-time analytical predictions. The droplet shape was well approximated by a truncated spherical cap, which spread on the substrate surface an increasing amount as $Re$ was increased. The axial velocity component was approximately independent of radius over most of the droplet, and the radial velocity component was observed to vary log-normally with axial distance. The dissipation rate was distributed throughout the droplet for low Reynolds numbers cases, but became increasingly localized near the contact line as the Reynolds number increased past unity.
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CHAPTER 1

INTRODUCTION

1.1. Motivation

During the 21st century there has so far been 18 major volcanic eruptions around the world, and during the 20th century there were 64 major volcanic eruptions, all classified as a four or higher on the Volcanic Explosivity Index (VEI). The VEI is a logarithmic scale describing the destructive power of an eruption based on criteria such as amount of ejected material, height of ejected ash cloud, and impact on infrastructure. Volcanic eruptions release lava, gases, and tephra. Tephra is a generic term for fragmented material released during an eruption, including ash. Ash particles released during an eruption can have a wide range of size and composition. For example, the Eyjafjallajökull volcano in Iceland emitted large ash clouds containing particles ranging in size from 1-100 micrometers (Dacre et al., 2013). Small particles can remain suspended in the atmosphere for weeks and can travel many hundreds of kilometers from the volcanic source. Figure 1.1 shows a schematic of volcanic ash deposition and sedimentation. Larger particles tend to settle out closer to the source eruption and not remain suspended long, while smaller particles can be transported thousands of kilometers in the atmosphere over the course of several weeks.
Figure 1.1: Volcanic ash and sedimentation and deposition after a volcanic event. The grey scale indicates the concentration of the ash. The x-axis simultaneously shows the time after the eruption and the distance from the source. The y-axis shows the height of the ash cloud after eruption. Near source eruption process are defined as six hours after the eruption and 500 kilometers from the source. Reproduced from Ojovan (2008).

Approximately nine percent of the world’s population lives within 100 kilometers of an active volcano (Horwell & Baxter, 2006). Particle size and concentration in ash clouds decay exponentially with distance from the volcanic source (Pyle, 1989). Ash deposits can negatively impact residential homes, agricultural land, municipalities, and aircraft infrastructure located at large distances from the volcanic source (Wilson et al., 2012). Roughly one-fifth of airports world-wide are located within 500 kilometers of an active volcano (Guffanti et al., 2009). Ingestion of volcanic ash particles into aircraft gas
turbine engines at high particle concentrations and over long exposure times can cause significant engine damage (Dunn, 2012). Between the years of 1953 and 2009, over one-hundred incidents of airplanes flying through volcanic ash clouds have been recorded, including 26 incidents resulting in severe damage (Guffanti et al., 2010). Nine of these incidents resulted in total engine failure. Additional related incidents have occurred with entrainment of small sand particles into gas turbine engines, which is particularly problematic for military aircraft operating in desert locations.

Volcanic ash is primarily composed of silicon dioxide (SiO$_2$) and is considered an amorphous solid (Chen & Zhao, 2015). Amorphous solids have the unique characteristic that their viscosity depends logarithmically on temperature. The Vogel-Fulcher-Tammann (VFT) equation models the logarithmic temperature dependence of viscosity well. When amorphous, or glassy, solids experience a large temperature change the viscosity of the substances rapidly changes, and can vary anywhere from $10^{24}$ to $10^{-4.6}$ (Angell, 1991, 1996; Russell et al., 2003). The rapid change in the viscosity leads to a rapid change in the mechanics of the material. For instance, an amorphous solid at a relatively low temperature will resist shear and exhibit constitutive behavior more similar to an elastic solid. If the same material experiences the same shear, but at much higher temperature, the reaction will be different. The material may instead be prone to plastically deforming, or undergoing continuous deformation like a fluid (Ojovan, 2008). An aircraft gas turbine engine (GTE) may have a temperature peak as high as 2000 °C, which is high enough to cause volcanic ash to heat past its melting point (Giordano et al.,
2008; Song et al., 2016). This melting will lead to adhesion and deposition of material on the surfaces inside of the GTE (Chen & Zhao, 2015; Taltavull et al., 2016).

Engine damage from ingestion of small volcanic ash and sand particles is of two types. The first occurs due to erosion of compressor blades by collision with solid particles traveling at high speeds, as shown in figure 1.2 (Chen & Zhao, 2015; Dunn, 2012; Taltavull et al., 2016).

![Figure 1.2: Damage done to the ninth stage compressor blades of a P/W F100 engine, S/N P580043. The engine was subjected to continuous feeds of dust for varying particle size distributions and concentrations. The average particle size feed into the engine was 37 microns. Reproduced from Dunn (2012).](image)

The particle-induced erosion will cause significant change in the shape of the compressor blade, leading to reduced blade efficiency. Particles passing through the engine combustion section are exposed to high temperatures, with turbine inlet temperature often in excess of 1000 °C Song et al. (2016). Exposure to high temperatures causes an ash
particle to become soft, leading either to material sintering or melting into a highly
viscous liquid droplet (Song et al., 2016). The second type of GTE damage is due to
deposition of molten ash material on the hot section components of the engine, including
plugging of film cooling channels and deposition on turbine nozzle guide vanes, shown in
figures 3 and 4 (Bonilla, 2012; Walsh et al., 2006). Upon impact on a downstream
surface, a melted particle spreads on the surface while exchanging heat with the
underlying substrate. The melted particle will eventually reach an equilibrium resting
state driven by the balance of surface tension and viscous forces, while at the same time
the droplet is cooling via contact with the substrate. This process results over time in
formation of a glassy deposit on the turbine nozzle blades and guide vanes, which can
plug film cooling holes and cause cracking of ceramic coating used for heat protection of
hot section components (Chen & Zhao, 2015).

It has been shown that particles larger than 100 microns in diameter are less likely
to melt and adhere upon a collision, while particles less than approximately three microns
in diameter are unlikely to collide with any surface at all (Dunn, 2012). The primary area
of interest, in terms of melting and colliding potential, is particles with diameters in the
range 10-30 microns and is shown in figure 1.3 (Taltavull et al., 2016).
Figure 1.3: (a) A diagram of how a spherical particle, with some diameter $D_p$, may collide with a solid object, with a characteristic length scale $D_o$. The particle is advected by a velocity $U$ in a carrier fluid, in this case air. The particle density and carrier fluid viscosity are given by $\rho_p$ and $\eta_g$, respectively. In this figure, both (a) and (b), $Stk$ refers to the stokes number between the particle and carrier fluid. (b) Is the calculated stokes number assuming values for the, particle density, characteristic length scale, and velocity, with varying particle diameters. Reproduced from Taltavull et al. (2016).

When softened, or molten, volcanic ash particles that collide with turbine blades will adhere and spread out on the impacting surface. The turbine blades feature cooling holes which are necessary to keep the blades at a safe operating temperature. If the film cooling holes become blocked by deposited material, they can no longer supply sufficient heat transfer, effectively not performing the task for which they were designed. Without sufficient heat transfer the blade will melt and completely fail, as seen in figure 1.4.
There are similar concerns for the turbine guide vanes. When material adheres to the vanes by impingement of molten ash particles, as shown in figure 1.5, the heat transfer ability of the blade is changed.
Cracking and degradation of thermal barriers applied to the vanes becomes a significant issue due to the buildup of material (Chen & Zhao, 2015). Another concern for turbine guide vanes is that significant material buildup will decrease the lift on the blades and degrade turbine efficiency. A decrease in efficiency will force the GTE compressor to work harder, resulting in decreased service or even engine stall.

The volcanic ash deposition problem discussed above is associated with the broader topic of droplet impingement, which is important for a wide variety of applications, such as thermal spray coating (Alavi et al., 2012; Bertagnolli et al., 1994),
inkjet printing (Lim et al., 2009; van Dam & Le Clerc, 2004), agriculture (Wirth et al., 1991), droplet erosion on turbine blades (Zhou et al., 2008), icing of airfoils (Antonini et al., 2011; Mishchenko et al., 2010) and others. The physics of droplet impingement have been extensively investigated over several decades, as discussed in detail in the Literature Review chapter of this thesis. However, nearly all research on droplet impingement has considered cases where the droplet Reynolds number is large compared to unity. By contrast, the problem of molten volcanic ash particle impingement in gas turbine engines is a small Reynolds numbers process, due to the high viscosity and small diameter of the droplets. Many of the assumptions used in theoretical models of droplet impingement at high Reynolds numbers may not be valid for low Reynolds numbers. Therefore, there is a need for expanding the existing body of research on droplet impingement to cover low Reynolds number impingement problems. In particular, as has been discussed above, melted volcanic ash particles pose a significant danger to aviation safety and equipment through adhesion and deposition in gas turbine engines. An improvement in our ability to predict this damage by an improved understanding of the droplet impingement problem under appropriate parameter values is a critical concern.

**1.2. Objectives and Scope**

This thesis examined the impact and spreading of fluid droplets on a flat surface under parametric values typical of volcanic ash passage through an aircraft gas turbine engine. In particular, this research differed from the existing body of research on droplet
impingement in that it is primarily concerned with problems of low Reynolds number droplet impingement and associated modeling.

To model the spreading process of volcanic ash inside of a gas turbine engine, two preliminary analyses were completed. The analyses completed were done to determine significance of heat transfer during the droplet spreading process and the uniformity of the fluid temperature for a melted volcanic ash particle. After the preliminary analyses were completed, a computational fluid dynamics model was developed for an axisymmetric droplet impingement onto a flat surface at low droplet Reynolds number. The model used a coupled level-set volume-of-fluid (CLSVOF) solver to simulate the liquid and gas phases. The simulated solutions were used to assess the validity at low Reynolds numbers of various assumptions typically used for theoretical modeling of droplet impingement at higher Reynolds numbers, including droplet shape, dissipation rate field, and velocity profiles during droplet impact.

The layout of this thesis is as follows. Chapter 2 gives a literature review covering volcanic ash material properties, a discussion of previous work on droplet impingement, and experimental and numerical studies done on volcanic ash ingestion into gas turbine engines. Chapter 3 covers the thermal assessments used to justify the simulation setup. Chapter 4 details the computational method used for direct numerical simulations of droplet impingement. Chapter 5 assesses the results of the droplet impingement simulations, examining the energetics of the droplet by looking at the local kinetic energy, potential energy, and dissipation rates during the collision. The computations are validated using previous experimental data. Conclusions are presented in Chapter 6,
including discussion of how low Reynolds number droplet impingement differs from the more widely studied high Reynold’s number cases and the significance of these differences for modeling of volcanic ash passage through gas turbine engines.
CHAPTER 2

LITERATURE REVIEW

This literature review discusses background information necessary to understand volcanic ash interactions with solid surfaces under conditions relevant to GTEs. Section 2.1 discusses the material properties of volcanic ash, including viscosity and thermal properties as functions of temperature and ash chemical composition. Section 2.2 provides background on the problem of droplet impingement onto a flat surface, including an overview of the physics of a droplet collision, regime mapping, a more detailed discussion of experimental and numerical results for droplet collision. Section 2.3 covers droplet solidification, including an in-depth review of droplet adhesion and solidification inside of GTEs. Relevant material on droplet solidification and adhesion in thermal spray coating applications are also discussed.

2.1. Volcanic Ash Material Properties

2.1.1. Volcanic Ash Viscosity

Viscosity is one of the most important transport properties of a fluid. The viscosity of molten volcanic ash can span 15 orders of magnitude or more, with variations largely due to differences in temperature and composition. Molten volcanic ash is derived from liquid magma, which is composed of a mixture of silicon dioxide (SiO₂) and a wide range of secondary suspended substances (Hobiger et al., 2011). When
discussing the material properties of volcanic ash, whether its thermal, viscous, or any other property, the composition is important.

Vogel et al. (2017) is one of only a few studies to present a systematic and extensive evaluation of a large set of widely varying volcanic ash samples. The study characterized the composition, optical features, and density of various volcanic ash samples. Figure 2.1 depicts a phase plot of the percent weight of SiO$_2$ and alkali oxides with varying volcanic ash samples.

![Figure 2.1](image)

Figure 2.1: Classifications of volcanic ash samples based on their mean SiO$_2$ and alkali oxide content. The colors indicate the main igneous rock type of the samples; dark blue is basalt, light blue is basaltic-andesite, green is andesite, yellow is dacite, and red is rhyolite. The symbols indicate the volcanic eruption that the sample was collected from; GRI is Grimsvotn, Iceland, KEL is Mount Kelud, Indonesia, EYJ is Eyjafjallajokull, Iceland, SPU is Mount Spurr, United States, SAK is Mount Sakurajima, Japan, MSH is Mount St. Helens, United States, SOU is Soufriere, United Kingdom, RED is Mount Redoubt, United States, CHA is Chaitlen, Chile. Reproduced from Vogel et al. (2017).
In figure 2.1 the percent weights of SiO$_2$ and alkali oxides will not sum to 100 percent, as much of the constitutive material is not measured or considered significantly important compared to the SiO$_2$ and alkali oxides. Silicon dioxide gives volcanic ash it’s glassy content, while the alkali oxides contribute to the non-linear material behavior (Chen & Zhao, 2015; Giordano et al., 2008). Alkali oxides are what is formed from the reaction between a metallic oxide and water (Krawietz et al., 1998). The alkali oxides also play an important role in determining interfacial characteristics of melted volcanic ash, such as contact angle and surface tension (Hobiger et al., 2011). The data in figure 2.1 exhibits large variations among samples from a single eruption (indicated by error bars) and among samples from different eruption sites around the globe. Throughout this section the suspended constituent material will be referred to as 'crystals', where the composition of the material is unimportant. If the composition, or classification, is important it will be specifically named, e.g. alkali oxides.

Measuring the viscosity of a molten volcanic ash is a non-trivial task. The non-Newtonian material behavior, which arises largely from the crystal content, will cause complications in the mathematics used to derive the measurement method (Krieger, 1953). Taking a direct magmatic sample from an active volcano is not currently possible, so creating a reliable laboratory sample is required. Using wide gap rotational viscometry has been shown to work fairly well for measuring the viscosity of non-Newtonian fluids, becoming the standard method of measuring non-Newtonian viscosities at temperatures and strain rates analogous to magma transport (Krieger, 1953; Macosko, 1994; Sonder et
al., 2006). For the purposes of measuring volcanic ash viscosity with rotational viscometry, the separation gap must be larger than the length scale of the suspended crystals (Hobiger et al., 2011). The cylindrical viscometry method, with an arbitrary gap length, has an exact solution for the viscosity based on the rotation rate of the cylinders and applied torque (Krieger, 1953). The method has been adapted to commercially available tools and supplies accurate results for high temperatures and non-Newtonian fluids (Hobiger et al., 2011; Sonder et al., 2006; Song et al., 2017). Because obtaining samples of actual magmatic substances is near impossible, sample preparation is quite important. Equally as important as composition is how the term 'melt' is defined. Broadly speaking, in the literature the term 'melt' refers to a sample whose material properties are being tested, such as viscosity or thermal conductivity (Eriksson et al., 2003; Giordano et al., 2008; Hobiger et al., 2011; Nishi et al., 2018; Sonder et al., 2006; Song et al., 2017). Unfortunately, 'melt' also refers to how the test sample was prepared and processed, such as sintering and heating rate. While being tested the melt sample can either be in an equilibrium or non-equilibrium state. For silicate melts the equilibrium state is defined as time invariant thermodynamic conditions and material properties (Hobiger et al., 2011; Onorato et al., 1978). Material property equilibrium is when the crystal content has achieved chemical equilibrium, meaning the constituent material (crystal content) is no longer reacting with one another (Lofgren, 1971; Thornber & Huebner, 1985). For studies that don’t mention the state of the crystal content it is assumed that the melt contains both equilibrium and non-equilibrium crystals. It is likely that there is always some non-equilibrium crystals present in the melt sample, even if the concentration is low.
The cylindrical viscometry method has been used over a range of 1131 to 1451 °C on samples produced directly from the 2010 eruption of Eyjafjallajökull volcano, Iceland. The results showed a viscosity ranging from \( \sim 10^3 \)-10 Pa-s, see figure 2.2 (Song et al., 2017).
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Figure 2.2: Viscosity and temperature plot produced from a cylindrical viscometry test on material gather from the Eyjafjallajökull volcano, Iceland. The red shaded region (left) indicates that the sample has heterogenous microstructures during heating, while the white region (right) indicates homogenous microstructures during heating. Data was collected at temperatures of: 1133 °C (black square), 1180 °C (red circle), 1226 °C (blue delta), 1272 °C (purple triangle), 1315 °C (green diamond), 1360 °C (blue hexagon), 1406 °C (purple star), 1451 °C (dark purple pentagon). Reproduced from Song et al. (2017).
The viscosity of amorphous substances can be well modeled by the Vogel-Fulcher-Tammann (VFT) equation (Lara et al., 2004). Previous models used a strictly Arrhenian temperature dependence to model the viscosity (Bottinga, 1972; Shaw, 1972). An Arrhenian temperature dependence is purely exponential and has been shown to break down at temperatures as low as 130 degrees Celsius. This led to the implementation of models which used three fitting parameters rather than two, known as a non-Arrhenian model (Baker, 1996; Giordano et al., 2004a; Hess & Dingwell, 1996; Vetere et al., 2006). The crystal content, specifically taken as alkali oxides, is crucial to the nonlinear behavior of viscosity (Giordano et al., 2008; Giordano, et al., 2004a; Giordano et al., 2004b). The nonlinear effects of the crystals led to the breakdown of most Arrhenian and non-Arrhenian models. Giordano et al. (2008) developed a semi-empirical model for the viscosity of magmatic liquids using an extensive database to ensure robust data for parameter fitting. The model was developed with data from 1,774 labs which covers most forms of terrestrial volcanic rock. The data considered ranged in temperature from 535 to 1,705 °C, and a viscosity that ranged from $10^{-1}$ to $10^{13.8}$ Pa-s.

The Giordano et al.’s (2008) model used the form of the VFT equation given by

$$\log_{10} \eta = A + \frac{B}{T^{(K-C)}}.$$  \hspace{1cm} (2.1)

Coefficients $A$, $B$, and $C$ are fitting parameters determined from viscosity data given as a function of temperature. It is noted that as the temperature goes to infinity this equation predicts that the viscosity approaches a constant value, regardless of the parameters $B$ and $C$. This implies that there is a universal high temperature viscosity for all silicate materials, approximately $10^{-5}$ Pa-s (Angell, 1991, 1996; Eyring et al., 1982; Russell et al.,
Giordano et al.’s (2008) model addressed the coefficient $A$ as the value required to achieve the measured high temperature viscosity for a given data set. The coefficients $B$ and $C$ determined by the Giordano et al.’s (2008) model come from 18 adjustable parameters. The adjustable parameters were determined from linear combinations of coefficients determined by material properties. The result is a system of nonlinear equations that can be solved for the coefficients, which accurately reflected a given data set’s material properties. The resulting model is robust for both volatile-rich and anhydrous material compositions, capturing Arrhenian and non-Arrhenian behaviors. Figure 2.3 shows the fitted curve for volatile-rich and anhydrous material compositions with good agreement for both.
Figure 2.3: Experimental data, shown as the circles, plotted against the Giordano (2008) model, shown as a black line. The black dashed lines are the 5 percent confidence intervals. The y-axis is the base ten logarithm of viscosity. The x-axis is 10,000 divided by the temperature the sample was taken at, $T(k)$. Plot (a) is a data set of anhydrous melt samples, with $N=932$. Plot (b) is a data set of volatile-rich melt samples, with $N=842$. Reproduced from Gordiano et al. (2008).

Figure 2.3 can be easily compared to both older and more recent models shown in figure 2.4.
Figure 2.4: Predicted viscosity shown as the solid black line with five percent confidence interval, shown as the dashed black line. Plots (A) and (B) were reproduced with the Arrhenian Shaw (1972) model and the same data used in figure (bb)* by Giordano (2008). Plots (C) and (D) were reproduced with the non-Arrhenian Hui and Zhang (2007) model and the same data used in figure (bb)* by Giordano (2008). The y-axis is the base ten logarithm of viscosity. The x-axis is 10,000 divided by the temperature the sample was taken at, $T(k)$.

*All four plots, (A)-(D), do not include fluorine based experimental samples, the models were not calibrated to this material. Reproduced from Gordiano et al. (2008).

In figure (c) four plots are shown. Two of the plots, (A) and (B), are based on an Arrhenian models (Shaw, 1972). The other two plots, (C) and (D), are based on a non-Arrhenian models (Hui & Zhang, 2007). Both models were calculated using the same
volatile-rich and anhydrous material composition data as figure 2.3. In figure 2.4 Giordano et al.’s (2008) model is clearly shown to be more robust for the presented data.

2.1.2. Volcanic Ash Thermal Properties

The previous section demonstrates that the viscosity of a silicate melt, such as volcanic ash, decreases logarithmically with increased material temperature. If a significant temperature gradient is present in the volcanic ash material, then a significant viscosity gradient will also be present. For this reason, how the material conducts heat becomes very important when considering the impact of ash particles onto GTE surfaces. The thermal properties of volcanic ash melts have not been well studied, so we will also consider properties of silicate-based melts in general in this section as an analogy for volcanic ash, as ash is primarily composed of SiO₂.

Methods for measuring the thermal conductivity of silicate melts were developed in the decades spanning from 1970 to 1990 (Carrigan & McBirney, 1997; Murase & McBirney, 1973; Snyder et al., 1994; Snyder et al., 1997). One of the first methods developed for measuring thermal conductivity of silicate melts used either a hot plate or hot wire to measure heat flux, which was then used to solve the radial heat flow equation for temperature (Murase & McBirney, 1973). This method is very simple to use (Speyer, 1994), but the requirement that the thermocouple must be directly linked to the medium being tested creates contact issues, mainly that attaching the apparatus to a liquid sample is limited (Bagdassarov & Dingwell, 1994). A more sophisticated method, proposed by
Parker et al. (1961) and further refined in a series of papers in the 1990's, is called the laser flash analysis (LFA) method. This method was first applied to silicate melts by Ogawa (1993). The advantage of LFA over a hot plate or hot wire is the minimally intrusive nature of the measurement procedure, where radiation and conduction are less of a concern (Ogawa et al., 1993; Parker et al., 1961). LFA is conducted by placing a cylindrical sample with planer parallel faces on an isothermal surface. An infrared laser pulse is directed at the exposed planar face, where the laser is set up in such a way that the exposed surface heats homogenously. The other planar face will heat up due to conduction, while the surface temperature is recorded as a function of time. The procedure allows for the heating caused by radiation and diffusion to be easily distinguished (see figure 2.5 for a schematic and description of the setup).
Figure 2.5: Original laser flash analysis (LFA) scheme. The sample holder was connected to a thermocouple on the back side away from the flash lamp. The flash lamp was a commercially available unit capable comprised of a four-turn quartz spiral and Pyrex envelope. Each flash required 400 Joules of energy. The oscilloscope, with the use of a differential transistor preamplifier, output the electrical signal from the thermocouple. The display of the oscilloscope was recorded on a polaroid camera. Reproduced from Parker et al. (1961).

The methods of determining the thermal properties of molten volcanic ash have been developed largely by testing on silicate-based materials. While these materials are certainly useful to validate measurement techniques, results for general silicate-based materials might not be relevant to volcanic ash samples, as volcanic ash is extremely varied in composition of silicate and the crystal materials. The silicate content varies from approximately 30 - 60 percent for volcanic ash samples from different volcanoes,
see figure 2.1. A number of studies done over the last 20 years were examined to typical ranges of the volcanic ash thermal properties, including thermal conductivity, thermal diffusivity, and specific heat. The thermal properties have a strong dependence on the silicate content and crystal content, so the data is presented in terms of order of magnitude. The results of this survey indicate that thermal diffusivity ranges from $O(10^{-7})$ - $O(10^{-6})$ m$^2$/s. The thermal diffusivity is a relatively challenging quantity to measure and is typically done using the laser flash analysis method (Büttner et al., 1998; Merriman et al., 2013; Vosteen & Rudiger, 2003). The thermal conductivity of volcanic ash ranges from $O(1)$ - $O(10)$ W/m-K (Büttner et al., 1998; Horat & Simmons, 1969; Merriman et al., 2013; Mielke et al., 2016; van Manen & Wallin, 2012). The specific heat ranges from $O(0.1)$ - $O(1)$ J/g-K (Büttner et al., 1998; Mielke et al., 2016; Vosteen & Rudiger, 2003).

### 2.2. Droplet Impact onto a Flat Surface

This section provides an overview of experimental and numerical results for droplet impact, regime mapping, and approximate models used to describe the droplet motion following impact. Droplet impact on a flat surface is a problem that arises in a wide variety of fluid mechanics applications, including ink-jet printing (Bechtel et al., 1981; Lim et al., 2009; Son & Kim, 2009; van Dam & Le Clerc, 2004; Zable, 1977), thermal spray coating (Alavi et al., 2012; Attinger et al., 2000; McDonald et al., 2006; Pasandideh-Fard et al., 2002), plasma spraying (Bertagnolli et al., 1994; McDonald et al., 2006), raindrop erosion (Abuku et al., 2009; Zhao et al., 2015), pesticide deposition
(Bergeron et al., 2000; Wirth et al., 1991), spray impingement cooling (J. Kim, 2007), lithography (Banine et al., 2011), additive manufacturing (Suli et al., 2017), fire suppression (Manzello & Yang, 2002), icing from freezing rain (Antonini et al., 2011; Fu et al., 2016; Ju et al., 2019; Mishchenko et al., 2010), precipitation effects on erosion and performance degradation of turbine blades (Corrigan & DeMiglio, 1985; Li et al., 2008), and blood splatter forensics (Hulse-Smith et al., 2005; Laan et al., 2014). Previous research on droplet impingement has been extensive, including a wide range of studies examining physical processes such as droplet spreading and oscillation (Clanet et al., 2004; Gao & Li, 2014; Kim & Chun, 2001; Lee et al., 2016; Roisman et al., 2002), rim formation (Eggers et al., 2010; Roisman et al., 2009; Visser et al., 2015), splash formation (Guo et al., 2016; Mani et al., 2010; Riboux & Gordillo, 2014), air entrapment during droplet impact (Kolinski et al., 2012; Liu et al., 2013; Wang & Bourouiba, 2017; Xiong & Cheng, 2018), effect of surface contact angle and surface roughness on droplet spreading (Kim et al., 2013; Šikalo et al., 2005; Tang et al., 2017), anisotropic effects caused by surface motion (Almohammadi & Amirfazli, 2017), and effects of fluid viscoelasticity (Izbassarov & Muradoglu, 2016; Venkatesan & Ganesan, 2019). Four review papers that provide particularly useful overviews of the underlying physics of droplet impact were given by Rein (1993), Yarin (2006), Attané et al. (2007) and Josserand and Thoroddsen (2016).
2.2.1. Overview of Droplet Impact Behavior

Droplet collisions have been visualized experimentally using high-speed cameras by a number of investigators (Attané et al., 2007). However, obtaining detailed measurements of fluid velocity and pressure fields during droplet collisions is both complicated and costly. Various types of numerical methods have been used to simulate droplet collisions, including the Lattice Boltzmann Method (Xiong & Cheng, 2018), the axisymmetric Euler equation (Haller et al., 2002), and the volume-of-fluid (VOF) and VOF-like solvers (Pasandideh-Fard et al., 2002; Šikalo et al., 2005; Yokoi et al., 2009). A challenge in numerical modeling of droplet impact concerns solving for the motion of the contact line, which is the line on the solid where the two fluid phases and solid all meet (see figure 2.6).

Figure 2.6: A schematic of the moving contact for two fluid phases. The red dot indicates the cross section of an arbitrary curve going into and out of the page, for a three-dimensional case. If two dimensions are considered then the red dot is only a point, referred to as the triple point. Reproduced from Holmgren (2017).
It has long been known that the fluid near the contact point undergoes a rolling motion (Dussan, 1979) and that at the molecular scale there is slip along the wall near the contact line, whose value is proportional to the shear stress (Shikhmurzaev, 1997). This molecular slip, also referred to as Navier slip, is necessary to overcome the stress singularity in the continuum theory associated with motion of the contact line (Dussan & Dussan V., 1976). Computational methods regulate this singularity in a number of different ways, either by explicitly introducing slip near the contact line or via discretization of the Navier-Stokes equations. A full discussion of contact line regularization by the VOF method is given by (Afkhami et al., 2009; Legendre & Maglio, 2015). A second complication associated with the contact line involves time-variation of the contact angle associated with contact line motion, the so-called dynamic contact angle (Blake et al., 1999; Šikalo et al., 2005). The dynamic contact angle depends on the surface roughness, the contact line speed, and the chemical heterogeneity of the impact surfaces (Choi et al., 2009; David & Neumann, 2011; Extrand & Kumagai, 1996). For a more detailed of dynamic contact angle properties, refer to Eral et al. (2013).

Numerical simulations excel at visualizing fields that cannot be easily determined experimentally (Alavi et al., 2012; Bussmann et al., 2000; Eggers et al., 2010; Hirt & Nichols, 1979; Pasandideh-Fard et al., 2002; Philippi et al., 2016; Šikalo et al., 2005; Sussman & Puckett, 2000; Wildeman et al., 2016; Xiong & Cheng, 2018). The first computationally efficient and widely used method for interface tracking and multiphase flow modeling was the volume-of-fluid formulation (Hirt & Nichols, 1979). The original VOF formulation lacked both surface tension modeling and was quite diffuse in the
interface. The surface tension modeling was addressed by Brackbill et al. (1992) and was adapted to the VOF formulation (Bussmann et al., 2000). Front tracking and level-set (LS) algorithms produce highly resolved interfaces and geometric reconstructions (Sethian, 1999). However, it is well known that level-set algorithms are not mass conserving. Coupling the VOF and LS algorithms produces a solver that is both mass conserving and highly resolved (Sussman & Puckett, 2000).

Any sort of analytical or numerical droplet spreading model either directly or indirectly confronts the moving contact line (MCL). The MCL deals with motion of fluid interfaces as they move along solid surfaces, see figure 2.7. The velocity and spreading of the MCL is dictated by both the material and surface properties (Dussan, 1979), including the static and dynamic contact angle. The static contact angle is a material property while the dynamic contact angle changes throughout the spreading process (De Gennes, 1985; Dussan, 1979; Hoffman, 1975). The Hoffman–Voinov–Tanner law couples the cubic dynamic and cubic static contact angles proportionally to the spreading velocity (Hoffman, 1975). The Hoffman–Voinov–Tanner law is only a proportionality statement so empirical modeling is often used to couple the dynamic and static contact angles with the spreading velocity (Jiang et al., 1979).

For droplet impact normal to a flat stationary surface, three broad flow categories can be used to describe the result of the impact - bouncing, spreading, and splashing (figure 2.7).
For bouncing to occur a droplet collides with a solid surface without any wetting. This typically occurs on super hydrophobic surfaces where the contact angle is close to 180°. Kinetic energy is transferred to the impact surface without wetting which allows for bouncing (Richard & Quéré, 2000). If the surface allows wetting, then spreading will occur. Two possible limiting cases exist for spreading. The first is that the kinetic energy is small and near zero. The second is that the kinetic energy and impact velocity are of moderate magnitude. If the kinetic energy is near zero then the molecular forces, such as surface tension, govern spreading. If the kinetic energy and impact velocity are of moderate magnitude, the balance between dissipation and surface energy governs spreading. Splashing is characterized by the breakup of one droplet into two or more
upon collision with the surface. The limit when spreading transitions to splashing is governed by the impact conditions and fluid material properties. A delicate balance of kinetic energy and surface tension, classified by the Weber number, acts as a critical indicator. However, the viscosity and surface properties (e.g., contact angle) are not included in the Weber number, so another criterion is required. The development and examination of this criterion is the focus of much literature (Baker et al., 1988; Burzynski & Bansmer, 2018, 2019; Schmidt & Knauss, 1976; Stow et al., 1981; Walzel, 1980).

### 2.2.2. Regime Mapping

The dynamics of droplet impact are determined by the droplet diameter $D$, the impact velocity $V$, and direction of the droplet motion relative to the collision surface, as well as the properties of the materials involved. Important material properties include the surface tension, density, viscosity and contact angle, as well as thermal properties for problems involving heat transfer. The substrate the droplet collides with has a significant effect on the collision dynamics, properties such as surface roughness and wettability.

Four dimensionless parameters are used to classify the droplet collision, as given in (2.2a-d). Important dimensional variables include the liquid density, surface tension, and viscosity, as well as length and velocity scales. The Weber number, $We$, is the ratio between the inertial and surface tension forces. The Reynolds number, $Re$, is the ratio of inertial and viscous forces. The Ohnesorge number, $Oh$, is the ratio of the Weber and Reynolds number. The final parameter, the Bond number, $Bo$, describes the ratio of
gravitational and surface tension forces. In these equations, \( \rho \) and \( \mu \) are the liquid density and viscosity, \( \sigma \) is the liquid-gas surface tension, and \( g \) is the acceleration of gravity. Typically, the Bond number is found to be much smaller than unity, implying that gravitation effects are negligible. The three remaining dimensionless parameters - \( We \), \( Re \) and \( Oh \) - are coupled so only two are needed to describe a collision. The dimensionless parameters are defined mathematically by

\[
We = \frac{\rho D V^2}{\sigma} \quad Re = \frac{\rho D V}{\mu} \quad Oh = \frac{\mu}{\sqrt{\rho D \sigma}} = \frac{\sqrt{We}}{Re} \quad Bo = \frac{\rho g D^2}{\sigma} \tag{2.2}
\]

Because droplet impingement can be described using two parameters, such as the Weber and Ohnesorge or Weber and Reynolds numbers, regime mapping can conveniently be performed in a two-dimensional space. A regime map proposed by Schiffano and Sonin (1997a) includes four regions labeled I-IV (figure 2.8).
Figure 2.8: Schiaffino-Sonin map showing four regimes of droplet impact in the plane of Weber number versus Ohnesorge number. The range of parameter values typical of molten volcanic ash particle impingement in the hot section of gas turbine engines is indicated by a shaded rectangle. The four points indicate computational conditions examined, with Re = 0.05 (A, blue), 0.19 (B, red), 1 (C, green), 10 (D, black).

Each region is dominated by different mechanics. Region I describes as collision that is impact-driven and almost inviscid. The droplet fluid spreads out rapidly into a thin sheet, and then undergoes a series of oscillations in which the flow alternates from spreading radially outward to rebounding back inward. These oscillations are eventually damped by viscous diffusion. In Region II, the flow is again nearly inviscid, but the spreading is driven more by capillary force rather than by the impact pressure difference. The droplet again experiences oscillations that are damped over time by viscous effects. Region III is characterized by highly viscous droplets whose outward spreading is driven by capillary
force and resisted by viscous shear. The droplet spreads slowing outward on the surface, with no oscillations, and the impact velocity has negligible effect. Region IV is characterized by droplets that are highly viscous, so that the droplet spreading is driven by the impact pressure and resisted by viscous shear. There are no oscillations in this region, and droplet is observed to maintain approximately a spherical cap form. The problem of volcanic ash collision in gas turbine engines is characterized by the shaded region shown in figure 2.8, which lies mostly in Region IV.

2.2.3. Spreading and Analytical Modeling

Because of the complexities of fully resolving and understanding three-dimensional droplet impingement, an approximate model is desirable. An approximate model is also advantageous because most industry applications are only concerned with the geometric properties of the droplet collision, such as the spreading radius and final deposition shape. A typical approximation made in droplet impact studies is restriction to an axisymmetric flow field, which can be described by two spatial dimensions and time. A variety of other approximations are typically made in developing simplified models for droplet impacts, including restrictions on droplet geometry, velocity profile, and dissipation rate. Development of approximate models for droplet impacts is discussed in detail by Attané et al. (2007).

Experimental and analytical modeling of droplet collision has been of scientific interest for over a century (Worthington, 1876). While Worthington (1876) did not have
the means to image the droplet collision or the ability to model the process, he did spark
the race to understand the spreading phenomena. The next significant study on the subject
had the technology to image the spreading process, and attempted to model several
characteristics of the droplet (Engel, 1955). The quantities calculated included the
maximum impact pressure and the spreading radius. The calculated spreading radius
appears to be in good agreement, but this assessment is based only on inspection of table
1 from the study (Engel, 1955), no comparative figure was provided. Despite developing
an expression to calculate the maximum impact pressure, no experimental or calculated
data was provided for comparison (Engel, 1955).

Engel (1955) did not apply strict geometric constraints to the colliding droplet as
it evolves in time. Instead, an area internal to the droplet where the fluid velocity was
considered significant was considered. Kendall and Rohsenow (1979) were the first
researchers to use an energy balance that included explicit geometric constraints,
calculation of kinetic energy, and potential energy. The report introduced the cylindrical
disk and spherical cap geometries, see figure 2.9 (a) and (b).
Figure 2.9: Approximate droplet shapes used in various droplet impingement theories: (a) truncated sphere, (b) cylinder, (c) rimmed cylinder, (d) cylinder with spherical rims.

The model did not account for viscous dissipation (Kendall & Rohsenow, 1978), which was introduced by (Bechtel et al., 1981). The Bechtel model balanced kinetic energy, surface tension, and dissipation with geometric constraints, resulted in an ODE for the droplet height. The kinetic energy was obtained by assuming that the droplet flow was an irrotational straining flow. The potential energy was modeled as the interfacial area between the gas and liquid minus the contact surface area multiplied by one minus the contact angle. The viscous dissipation was included by approximating the region where dissipation occurs as a thin boundary layer. The effect of the thin boundary layer was modeled as the shear stress over some radial displacement. The shear stress was assumed to be the product of the radial velocity, viscosity and a constant. The constant had dimensions of inverse length. The radial displacement was written as a function of the center of mass and radius. The ODE was written in a dimensionless form, embedding parameters describing the surface tension and viscous dissipation into the models. Solving the ODE was done numerically using a Runge-Kutta integrator while
systematically varying the governing parameters. The result was a comprehensive study that analyzed the stability of the energy balance as it was numerically integrated for various parametric values. The numerical results were compared against available experimental data and were overall not in good agreement. Nevertheless, this study pioneered the concept of mathematically modeling the viscous dissipation in a droplet. Kendall and Rohsenow (1979) and Bechtel et al. (1981) established the standard energy balance recipe used in analytical modeling.

The dissipation rate of a droplet collision isn’t only governed by the viscosity and radial velocity with a constant, as proposed by Bechtel et al. (1981). The dissipation function can be represented as tensor product of velocity gradients, given by (Chandra & Avedisian, 1991)

\[
\phi = \mu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \frac{\partial u_i}{\partial x_j}. 
\]

The dissipation function was approximated by the initial state of the collision, eliminating the need for a correction coefficient. The energy balance formulation used by Chandra et al. (1991) was significantly different than Bechtel et al. (1981), in that the initial kinetic and potential energy were balanced against the final potential energy and dissipation rate. The initial kinetic and potential energy states were calculated from the initial geometry and impact conditions, as well as the material properties. The final potential energy was a function of the final spreading diameter. The balance resulted in an analytical expression for the maximum spreading factor as a function of the initial parameters and contact angle. The initial parameters were given as the Weber and Reynolds. The liquid-solid
contact angle was given as a function of the collision substrate temperature, which was referred to as the 'wall temperature'. The analytical expression was used to obtain the maximal spread radius data as a function of the wall temperature. Comparing the analytical data to available experimental data revealed a significant discrepancy. This was attributed to either not accounting for viscous dissipation correctly or droplet evaporation occurring during spreading. The latter is likely as evaporation was not included in the analytical model and the analytical results were consistently higher.

The energy balance used by Chandra and Avedisian (1991) was further developed by Pasandideh-Fard et al. (1995). The dissipation function developed by Chandra and Avedisian (1991) was taken and modified to include boundary layer effects (Pasandideh-Fard et al., 1996). The boundary layer effects were captured by using the classical self-similar solution (White, 1991), for which the boundary layer thickness scales with the inverse square root of the Reynolds number. The boundary layer thickness in conjunction with the cylindrical disk geometry yields a modified dissipation formulation, yielding a modified solution for the maximal spread radius (Pasandideh-Fard et al., 1996). An experiment was used to obtain transient spread radius and contact angle data. The volume-of-fluid approach originally developed by Hirt and Nichols (1979) was modified to include dynamic contact angle. The computations were used to compare to the experimental images and spreading data. Qualitatively and quantitatively, the experimental spreading data agreed well with the computations. The analytical maximal spreading radius was compared against various experimental results, which also agreed well for a range of parameters.
The regime map discussed in section 2.2.2 was developed by Schiaffino and Sonin (1997a) to explore the wide variety droplet deposition parameters. Both molten and non-molten materials were tested. The non-molten materials were tested under isothermal conditions and the molten materials were performed under non-isothermal conditions. The results indicated that the low Weber number limit is driven by capillary force. In the highly viscous limit, the spreading is resisted by the contact line velocity and dynamic contact angle. In an inertially dominated limit the mechanics become much more complex, including rebound, receding, and oscillations, all with their own respective time scales. In the case of non-isothermal molten deposition, the spreading mechanism is coupled to solidification mechanism. In the coupled spreading-solidification problem two singularities are present, the MCL and the heat flux problem (Schiaffino & Sonin, 1997b). Schiaffino and Sonin, (1997b) showed that continuum theory breaks down when considering a molten liquid cooling as it spreads along a similar solid surface. The contact angle at which the material solidifies cannot be determined because at the contact point the heat flux is singular (Schiaffino & Sonin, 1997b).

Continued modification of the dissipation mechanism proposed by Bechtel et al. (1981) was done by Kim and Chun (2001). The improved dissipation mechanism proposed by Pasandideh-Fard et al. (1995) only predicted the final spread radius, rather than the time-variation of the droplet radius. Instead, Kim and Chun modified the dissipation model employed by Bechtel et al. (1981) to use a semi-empirical expression, where the correction coefficient was scaled by the Ohnesorge number (Kim & Chun, 2001). The change to the correction coefficient was the only change made to Bechtel et
al.’s (1981) model. The same kinetic energy and potential energy models as Bechtel et al. (1981) were used. The resulting ODE was functionally the same and solved with a Runge-Kutta type integrator. The correction coefficient was determined empirically by solving the ODE and tuning the coefficient, so the maximum spread factor was equal to the experimental spread factor. All of the experiments that were conducted were classified as a Region I collisions, the collisions are shown in figure 2.8. In figure 2.8 the Reynolds numbers of the collisions shown in (a) and (b) are 730 and 1410, respectively. The results shown were consistent with the expected mechanics for an inertia-dominated collision, see figure 2.10 (a) and (b).
Figure 2.10: Droplet collision of water onto a polycarbonate surface. (a) Droplet diameter of 3.6 mm, impact velocity of 0.77 m/s. Corresponding We and Oh numbers are 30 and 0.0017, respectively. (b) Droplet diameter of 3.5 mm, impact velocity of 3.47 m/s. Corresponding We and Oh numbers are 582 and 0.0017, respectively. Reproduced from Kim & Chun (2001).

In both of these figures, the droplet spreads out rapidly into a lamella with a rim and then recedes inward and outward until reaching its final resting state. In figure 2.10 (b) fingers are formed and the rim spreads further and more thinly than (a). The purpose of this study was to develop a semi-empirical one-dimensional model describing the spreading process. Results shown in figure 16 compare the model to the experimental results shown in figure 2.10a. Figure 2.11 shows the Reynolds number 730 experimental and numerical data.
Figure 2.11: Experimental results for We and Oh numbers 30 and 0.0017, respectively, shown as circles. The solid lines indicate the semi-empirical model assuming either the truncated-sphere (TS) or cylindrical (CY) geometry. Both cases assume an irrotational straining flow as the velocity profile. Reproduced form Kim & Chun (2001).

The truncated sphere model agrees reasonably well with the spreading process but does not capture the amplitude of the oscillations effectively, see figure 2.11. The cylindrical disk model captures initial spreading process well but overall does not perform as well as the spherical cap model.

The spreading of moderate and high Reynolds number droplet collisions often results in lamella bound by a rim being formed (Chandra & Avedisian, 1991; Kim & Chun, 2001; Pasandideh-Fard et al., 1996; Rioboo et al., 2002). Prior to the 2000’s all
attempts made to model droplet spreading assumed a simple geometry, either a spherical cap or cylindrical disk. As it is seen in the referenced studies the droplet spreading geometry determined experimentally isn’t a simple geometry. Roisman et al. (2002) considered a disk combined with a half sphere. The novel geometry was accompanied with a new velocity profile which was taken as the viscous creeping flow between two approaching disks. The dissipation was taken to be similar to Chandra and Avedisian (1991) but was not simplified and instead was written in an axisymmetric form as

\[
\phi = 2\mu \left[ \left( \frac{\partial u}{\partial r} \right)^2 + \left( \frac{u}{r} \right)^2 + \left( \frac{\partial w}{\partial z} \right)^2 + \frac{1}{2} \left( \frac{\partial u}{\partial z} + \frac{\partial w}{\partial r} \right)^2 \right].
\]  

(2.4) The same potential energy model as Bechtel et al. (1981) was used. In the case were the dissipation was not considered, the results were compared against experimental data for \(Re \gg We\). The results for these cases agreed well, but when dissipation was considered and compared against equivalent experimental data the agreement broke down rapidly. The problem of developing a more realistic geometry describing the spreading process is periodically revisited. Attané et al. (2007) attempted to better model the formation of the lamella by developing a rimmed cylinder (figure 2.9c). The end result isn’t exactly a lamella, but there is a rim around the outer diameter of the spreading droplet. Similar to Kim and Chun (2001) a semi-empirical model was developed. The same kinetic and potential energy models as Bechtel et al. (1981) were used. The results were compared against Kim and Chun (2001) and Bechtel et al. (1981). The Attané et al. (2007) model more accurately captured the data while maintaining the spreading oscillations. The rimmed cylinder model was further improved by changing the rimmed cylinder to a rimmed sphere (Gao & Li, 2014), shown in figure 2.9d. Gao and Li (2014) developed
two different analytical expressions; one for maximum spread factor and one for transient spreading. The maximum spread factor model was developed similarly to Pasandideh-Fard et al. (1995), where the potential energy differed to include a non-uniform pressure field. The dissipation given by Pasandideh-Fard et al. (1995) was modified to include both spreading and receding radii and associated contact angles. The transient spread factor model was developed similarly to Bechtel et al. (1981), with modifications to the three energy terms to better describe advancing and receding radii. Results for the maximal spread factor agreed well with the experiment data. The results for the transient modeled agreed well with the presented experimental data, but only data from the author was provided. The provided data did not capture a wide range of parameters or physics, such as spreading oscillations.

The collision surface plays a role in the spreading dynamics by affecting the dynamic contact angle. Spreading on a superhydrophobic surface can result in rebound and bouncing (Clanet et al., 2004; Rioboo et al., 2002). Plotting the spread factor versus some dimensionless parameter, like the Reynolds or Weber number, reveals the nature of spreading under limiting conditions. Rioboo et al. (2002) completed a series of droplet impingement experiments across a wide range of parameters. The Reynold’s number ranged from 9 to as high as 8800, with Weber numbers ranging from 30 to 600. The purpose was to propose a new equation that could predict the spread factor. What was found is that as the time after collision increases, the number of factors that determine spreading increases. This means that for longer times it will become harder, if not impossible, to develop an expression for the spread factor that is globally accurate.
(Rioboo et al., 2002). Clanet et al. (2004) conducted a droplet impingement study with fluids having low and high viscosities onto a super hydrophobic and partially wetting surfaces. The intent was to study droplet spreading that is resisted by capillary or viscous forces. In figure 2.8 the regions that resist motion through capillary action are I and II while Regions III and IV resist motion through high viscous forces. Clanet et al. (2004) defined the impact parameter $P = \frac{We}{Re^{4/5}}$ as a universal data rescaling. The impact parameter is capable of capturing both capillary and viscous effects when plotted with the maximal spreading renormalized by $Re^{1/5}$ (figure 2.12).
Figure 2.12: Maximum dimensionless spreading of an impinging drop, normalized by a factor of Re$^{1/5}$, as a function of the impact number $P$. Reproduced from Clanet et al. (2004).

For $P$ less than unity, the droplet spreading is resisted by capillary action. For $P$ greater than unity, the droplet is resisted by viscosity. A transitional point is location at $P$ equal to unity. Both the capillary and viscous regions contain their own scaling laws (Clanet et al., 2004). For the capillary regime the maximal spreading scales as $D_{\text{max}} \sim D_0 W e^{1/4}$ and the viscous regime scales as $D_{\text{max}} \sim D_0 R e^{1/5}$.

It was claimed by Laan et al. (2014) that the scaling results for the capillary regime from Clanet et al. (2004) were not generally valid for different materials, but that the scaling expression $D_{\text{max}} \sim D_0 W e^{1/4}$ was only valid for water (Laan et al., 2014). The contact angles measured for the liquid-surface combinations ranged from 20 to 90
degrees (Laan et al., 2014), so these were not classified as superhydrophobic. This indicated that the material properties play an important role in capillary-driven spreading.

Figure 2.13 shows four different materials colliding with stainless-steel with curves representing two different scaling arguments.

![Graph showing the spread factor vs Weber number](image)

Figure 2.13: The spread factor \( D_{\text{max}}/D_0 \) plotted against the Weber number. The blue squares are water, up triangles are water-glycerol at 6 mPa-s, down triangles are water-glycerol at 51 mPa-s, and circles are blood. All collisions occurred onto stainless steel, with a contact angle varying from 80-90 degrees. The short-dashed line is \( D_{\text{max}} \sim D_0 W e^{1/4} \) and the long-dashed line is \( D_{\text{max}} \sim D_0 W e^{1/2} \) proposed by Clanet et al. (2004) and Eggers et al. (2010). Reproduced by Laan et al. (2014).

Laan et al. (2014) used figure 2.13 to claim that two parameters based on the initial conditions cannot be used to describe the whole spreading process. This suggests that there is likely a smooth transition from the capillary regime to the viscous regime, which can’t be modeled by a single parameter. To address this a function that interpolates
between two scaling arguments given as the Weber and Reynolds number is used, an expression was proposed by Eggers et al. (2010) of the form

\[ \frac{D_{\text{max}}}{D_0} \propto Re^{1/5}f_{EC}(WeRe^{-2/5}). \]  

(2.5)

This equation was developed using asymptotic theories and scaling arguments, validated by computations. The scaling arguments were defined as \( We^{1/2} \) and \( Re^{1/5} \) with a rescaling variable of \( WeRe^{-2/5} \). The resulting equation was solved using a Padé approximant which requires the use of a fitting parameter. The rescaling for the given experimental data, as well as data taken from other studies, worked very well once the tuning parameter was fitted using a least squares method. The scaling arguments defined by Clanet et al. (2004) as \( We^{1/4} \) and \( Re^{1/5} \) with a rescaling variable of \( WeRe^{-4/5} \). The results did not collapse to a single curve, failing to produce a universal model.

Producing experimental results over a wide range of Weber and Reynolds numbers is difficult. Developing highly viscous fluids may require melting amorphous solids or using non-Newtonian fluids (Gordillo et al., 2018; Song et al., 2017). Producing and controlling droplets with very small length scales and imaging the spreading is challenging. This challenge was partially overcome with clear limitations in the reliability of the spreading images (Visser et al., 2012) (figure 2.14).
Figure 2.14: Two high speed micro droplet collision image sets. Both image sets were sampled at one micro-second intervals. (a) Impact velocity of 73 m/s, droplet diameter of 23 µm. Corresponding We and Oh numbers are $1.8 \times 10^3$ and 0.0223, respectively. (b) Impact velocity of 100 m/s, droplet diameter of 20 µm. Corresponding We and Oh numbers are $1.8 \times 10^3$ and 0.0238, respectively. Reproduced from Visser et al. (2012).

Visser et al. (2012) sought to develop an experimental method to accurately produce micron sized droplets but did not address the issue of viscosity. The result was an
apparatus that produced droplets with a diameter of 12 µm and with an impact velocity as high as 100 m/s. The validity of the method was tested by taking the spread factor as a function of the Weber number and plotting analytical models provided by Chandra and Avedisian (1991) and Pasandideh-Fard et al. (1995). Experimental data from other another study with similar parameters was taken for comparison. A new experimental method was successfully developed. Figure 2.15 took data from various authors and plotted a Re-We map with the impact parameter equal to one as a solid line.

Figure 2.15: Weber and Reynolds numbers for various droplet impact experiments, with sources given in the box to the right. The solid blue line indicated $P$ equals one, where capillary regime is $P < 1$ and the viscous regime is $P > 1$. Reproduced from Visser et al. (2012).

The figure effectively shows how few studies have considered low Reynolds number droplet collisions in the viscous regime.
Non-Newtonian fluids can be used to produce extremely viscous fluids (Gordillo et al., 2018). The result is a fluid with a kinematic viscosity as high as 0.3 m²/s and a Reynolds number of 0.11. By using a piezoelectric force sensor highly accurate data was rapidly taken (Gordillo et al., 2018; Lagubeau et al., 2012). Capturing pressure is advantageous because it can be computed numerically (Philippi et al., 2016). Using experimental and numerical data, analytical expressions for pressure at the collision surface have been developed (Gordillo et al., 2018; Lagubeau et al., 2012; Philippi et al., 2016). Three analytical expressions are plotted against data taken by Gordillo et al. (2018) in figure 2.16.

Figure 2.16: Force data as function of time from the Gordillo et al. (2018) experiments. Data shown is for a Reynolds number of 212. The blue dashed-dot line is Phillippi et al. (2016) force expression. The short-dashed line is Lagubeau et al. (2012) force computation. The long-dash green line is the inertial spreading expression proposed by Gordillo et al. (2018). Reproduced from Gordillo et al. (2018).
Figure 2.17 shows transient force data for varying Reynolds number. As the Reynolds number became smaller the force curve developed a rebound. Gordillo et al. (2018) attributed this to the use of non-Newtonian silicon oils as the droplet substance, where the droplet did not completely detach from the droplet generator.

![Figure 2.17](image)

Figure 2.17: Dimensional force plotted against time. Viscosity is given in centistokes (cSt). For each droplet collision the diameter and impact velocity were kept the same, producing a wide range of Reynolds numbers. The Reynolds numbers are 0.10, 0.72, 6.9, 66, 670 and 3200, respectively. The upper x-axis is the time non-dimensionalized by the impact velocity and initial diameter. Reproduced from Gordillo et al. (2018).

The expression developed by Phillippi et al. (2016) is only valid for short times with inviscid flows, and rapidly blows up. The expression developed by Lagubeau et al. (2012) asymptotically approaches a steady value, making it suitable for long times but
cannot yield results for short times. A model that is continuous over the entire range of collision time was developed but failed to reproduce the maximum impact force (Gordillo et al., 2018). A scaling law was developed to address the maximal impact force the models could not predict (figure 2.18).

Figure 2.18: The maximum dimensionless impact force and time as functions of the Reynolds number. (a) Shows the dimensionless peak time, $\tau_{\text{max}} = (t_{\text{max}}D)/U$, and (b) shows the dimensionless maximum impact force, $\tilde{F}_{\text{max}} = F_{\text{max}}/(\rho U^2 D^2)$. The color bars to the right of (a) and (b) indicate the decades of Reynolds data was taken for. Asymptotic values are shown for (a) and (b). The black dashed line is an asymptotic value based on averaging all data for $Re > 10^3$. The dash-dotted lines are model predictions given by Gordillo et al. equations (3.18) and (3.20), respectively. Reproduced by Gordillo et al. (2018).

Philippi et al. (2016) considered the short time dynamics of a single droplet impacting onto a flat solid surface. Simulations were conducted using the Gerris flow solver, an open source CFD code specialized for multiphase flow modeling and adaptive mesh refinement. The CFD results were used to develop short time asymptotic theories for the impact pressure field, impact velocity field, and spreading radius. The results
required using a variant of the Wagner theory of liquid impact to simplify the self-similar
derivation. Both the pressure and velocity fields contain singularities at zero time and the
origin point. Despite the singularities the asymptotic solutions are in good agreement
with the numerical results over three decades of time.

The VOF formulation with surface tension modeling developed by Bussmann et
al. (2000) was further advanced to include heat transfer and solidification (Pasandideh-
Fard et al., 2002). Two simulations of molten tin droplets colliding with a steel surface
were conducted. The first case was for normal impact onto a flat surface, conducted at a
Reynolds number of 9,800. The second case was for droplet impact onto an angled flat
surface, conducted at a Reynolds number of 18,800. Validation of the solidification
model was done by comparing the numerical results to the Neumann solidification
problem in one dimension. The overall three-dimensional solver was validated by
comparing the spread factor to experimental data, and qualitatively comparing spreading
images. The results were in excellent agreement with the data.

The standard fluid-wall boundary condition assumes a constant contact angle and
a no-slip condition on the velocity (Bussmann et al., 2000; Hirt & Nichols, 1979).
Including a relationship between the contact line speed and dynamic contact angle has
been done to increase accuracy (Šikalo et al., 2005). The Hoffman relationship with an
empirical model developed by Kistler (1993) was used to determine the dynamic contact
angle. The main conclusion was that the dynamic contact angle is not just a function of
the contact line speed. Sikalo et al. (2005) stated that the flow field near the MCL also
effects the dynamic contact angle. This conclusion is also supported by Blake et al. (1999).

The dynamic contact angle likely doesn’t just depend on the contact line velocity (Blake et al., 1999; Šikalo et al., 2005). Empirical modeling reflects a case by case basis of the surface wettability and material properties. Yokoi et al. (2009) took the CLSVOF developed by Sussman et al. (2000) and introduced a dynamic contact angle formulation. The Hoffman relationship was modified is a piecewise manner, where each of the components depended on a tuning parameter. The tuning parameters were used to reflect the material and surface properties. The model was in good agreement with the authors experimental findings but required significant adjustment of the tuning parameters.

Zhou et al. (2008) used a numerical method they had developed in a previous study and applied it to a more complicated system (Li et al., 2008). The previous model was designed to simulate a non-linear wave internal a fluid droplet as it spreads out along a solid surface. The local stress in the solid was coupled to the pressure field in the fluid, which was solved from the non-linear wave equation. The model is also capable of giving the stress distribution of the impact surface. The numerical method was taken and set up to run with parameters similar to a water drop colliding with a 1Cr13 airfoil (Zhou et al., 2008). The stress distribution in the solid was used to extrapolate to the erosion of the blade.
2.3. Solidification in Gas Turbine Engine

2.3.1. Volcanic Ash Solidification

This section refers to 'solidification', as opposed to 'fusion' or 'sticking', and volcanic ash is referred to simply as 'ash'. Solidification is one of the key issues when considering particle ingestion in GTEs. When ash is ingested into a GTE it encounters the compressor blades, the combustion section, and the turbine section in that order (figure 2.19).

![Diagram of火山灰的GTE中] Figure 2.19: Schematic of volcanic ash ingestion into a GTE. Green arrows indicate a relatively low gas temperature, typical of ash softening. The red arrows indicate the high temperatures capable of melting the ash. The first section is the compressor blades. Then comes the combustion section indicated with peak temperature. Followed by the high temperature (HT) turbine blades at a lower temperature. Finally, the gas and particle matter are exhausted. Reproduced from Song et al. (2019).

Ash will encounter the compressor blades at a low temperature and is likely to rebound (Chen & Zhao, 2015; Dunn, 2012; Taltavull et al., 2016). After the ash passes through the compressor and combustion section it may be heated as high as 2000 °C (Song et al.,
The high temperature is capable of fully melting the ash (Song et al., 2017). After melting the volcanic ash may collide with and adhere to a surface in the GTE.

The primary method for studying volcanic ash adhesion in GTEs is by attempting to experimentally reproduce the GTE conditions in a laboratory test. Experimental studies of this type can be grouped into two broad classifications. The first uses an in-vitro setup, where particles are shot at high velocity at a surface, representing a wall within a component of a GTE (Song et al., 2014, 2016, 2019; Taltavull et al., 2016; Walsh et al., 2006). These representative experiments are typically done to obtain detailed measurements of the effect of a specific quality of volcanic ash, such as contact angle, splat characteristics, viscosity, and other properties (Dean et al., 2016; Song et al., 2017). The second classification of experiment is one where either an actual GTE, or a model of a GTE, is used (Bonilla, 2012; Dunn, 2012). These experiments are typically done to address engine related damage (figures 3 and 4), but do not yield detailed data on individual droplet impacts. Few studies use numerical modeling to analyze volcanic ash adhesion and solidification (Kondo et al., 2018; Murugan et al., 2017). However, this can be easily supplemented by considered powder coating processes for which there is a large body of both experimental and numerical work. The numerical works of plasma coating will be discussed in section 2.3.2.

Using in-vitro style experimental simulations are invaluable for determining properties of volcanic ash under conditions similar to operating GTEs. Knowing the properties of the ash are a requirement for any kind of modeling. A variety of different properties are involved in the ash melting, deposition and solidification process (Song et
As the ash undergoes melting it will reach a critical temperature required to first adhere to a surface at a given impact velocity. Molten volcanic ash is a complex material and exhibits non-Newtonian behaviors. Characteristic temperatures have been identified to describe how ash material responds to high temperatures (figure 2.20).

![Image of characteristic temperatures]

**Figure 2.20:** The original temperature is the sample geometry after fine volcanic ash is compressed in a cylindrical mold. Shrinkage temperature (ST) is when sintering begins to occur and porous media begins to collapse. Deformation temperature (DT) is defined as sticking to surfaces due to melting. Hemisphere temperature (HT) is defined as flowing and wetting of a surface. Flow temperature (FT) is defined as significant spreading due to gravity. Reproduced from Song et al. (2017).

The characteristic temperatures include the shrinkage temperature (ST), which is when sintering begins to occur and porous media begins to collapse; the deformation temperature (DT), defined as sticking to surfaces due to melting; the hemisphere temperature (HT) at which flowing and wetting of the material occurs; and the flow temperature (FT), identified by significant material spreading due to gravity. Song et al. (2014) was the first group to apply these characteristics to volcanic ash in an attempt to identify solidification. The samples were heated from 50 to 1400 °C at a rate of 10 °C/min while conducting simultaneous thermal analysis and differential scanning calorimeter to gain insight into the sintering and thermal properties. The sintering data
was used to identify the different characteristic temperatures. At each characteristic temperature the sample was held at isothermal conditions for a span of time to assess adhesion. The span of time a sample was held at for a characteristic temperature was determined by the sample’s response to that temperature. If adhesion was achieved, flow was assessed by inclining the substrate to 70 degrees and waiting for the test material to reach a constant deformed sloped. The sample at the ST showed no adhesion to the aluminum substrate, even after 50 minutes. Without adhesion the flow properties could not be tested. At the DT the sample adhered to the substrate after 10 minutes. After 20 minutes constant flow was achieved. At the HT and FT the sample materials adhered and flowed immediately. Twenty minutes were required for constant flow. For temperatures above the ST fusion of volcanic ash becomes much more likely (Song et al., 2014).

Song et al.’s (2014) study indicated that volcanic ash melting under GTE conditions can be described by a three stage process: (1) shrinkage, (2) fusion, (3) wetting (Song et al., 2016). Shrinkage occurs at the ST, fusion occurs at the DT, and wetting occurs at the HT and FT (figure 2.21).
Song et al. (2014) addressed the characteristic temperatures in volcanic ash, and Song et al. (2016) expanded upon those ideas. In particular, it addressed sticking and heating rate. In Song et al. (2014), a single heating rate of 10 °C/min was considered. In the current study being discussed heating rates of 10, 20, 30, and 40 °C/min were considered (figure 2.22a).
Figure 2.22: (a) Temperature in °C (y-axis) versus characteristic temperatures classification (x-axis), with varying heating rates. The heating rates are; 10 °C/min (black squares), 20 °C/min (red circles), 30 °C/min (blue triangles), and 40 °C/min (purple deltas). (b) Logarithm of the heating rate in °K/s (y-axis) versus inverse temperature as $10^4/°K$. The characteristic temperatures are given as; DT (green triangles), HT (purple circles), and FT (blue squares). The solid black line is an Arrhenian fit of the temperature as a function of heating rate ($r=0.99$; $n=4$), to the left of the line ash sticks and to the right it does not. The blue box indicates the heating rate and temperature range of a GTE. Reproduced from Song et al. (2016).

The important take away from figure 2.22 is that as the heating rate increased the DT increased. This means that the sticking potential decreased with increased heating rate. The multiple heating rate DT data points were plotted against a scaled inverse temperature (figure 2.22b). The plot was fitted with a highly accurate Arrahian model ($r=99$) and extrapolated to heat rates more common in GTEs. However, because three decades separate the experimental heating rates and the heating rates experienced in GTEs, relevance of these observations to GTE conditions requires confirmation.
Determining the spreading and wetting properties of volcanic ash is useful for modeling purposes (Song et al., 2014, 2016, 2017). However, it is generally impossible to extrapolate these properties to an accurate description of the effects in a GTE. For this reason, macroscale experiments involving ash and GTEs much be conducted. These experiments, while important and insightful, are generally limited in their ability to identify and produce detailed data on individual droplet impact events. Much of this data is also protected by companies and not published in a form accessible by researchers. However, a limited number of studies presenting images of damaged turbine vanes (figure 1.5), turbine blades (figure 1.4), compressor blades (figure 1.2), and other components are available (Dunn, 2012).

Simulations are a useful tool that can reveal much more detailed information than experiments. Simulations specifically referencing volcanic ash adhesion in GTEs are few and far between. A multi-physics finite-element simulation has been employed to determine whether sand can melt while flowing through the combustion section of a GTE (Murugan et al., 2017). The study conducted two sets of simulations. The first was to determine if a fully molten particle could be achieved, and the second was to solve the particle laden flow field across a turbine cascade. The melt simulations were run using a two-dimensional axisymmetric first-order accurate thermal solver with particle sizes varying from 100nm-500µm. The material properties were assigned to be similar to a commonly available testing sand, AFRL 02 test sand (34 wt.% quartz, 30wt.% gypsum, 17 wt.% aplite, 14 wt.% dolomite, and 5 wt.% salt). The melting simulations were done to determine the time scales for various diameters to reach a molten or semi-molten state.
The particle-laden flow was solved with a couple finite-volume and Eulerian-Lagrangian particle injection method including chemical reactions (Bravo et al., 2016). The carrier gas was modeled using a Reynolds Averaged Navier Stokes (RANS) equation and the particle thermophysical properties were assigned to reflect SiO$_2$. Computational results indicated significant particle build up on the turbine blade leading edges (figure 2.23).

![Figure 2.23](image.png)

Figure 2.23: The left plot is a schematic of the turbine blade cascade, shown in white, interacting with the SiO$_2$ particles. The right plot shows the same time frame as the left, but with a velocity contour map over it. Reproduced from Murugan et al. (2017).

See figure 1.5 for an experiment that confirms build-up on the leading edge of the turbine guide vanes.

### 2.3.2. Plasma Coating Simulations

Because there is not an extensive body of literature numerically simulating volcanic ash collisions, plasma coating techniques will be discussed. Plasma coating
refers to molten or semi-molten ceramic materials impacting at high velocities against a solid surface. The length scales of a plasma coating particles range anywhere from tens to hundreds of microns (Gu & Kamnis, 2009; Saleh et al., 2014; Shinoda et al., 2005; Shinoda & Murakami, 2010). The similarities in impact velocity and length scales are why the simulation techniques are being discussed. However, the materials used in plasma coating varying greatly from the composition and properties of volcanic ash (Shinoda et al., 2005), and in particular tend to be significantly less viscous.

Kondo et al. (2018) used an explicit moving particle simulation (e-MPS) to study the collision and solidification of molten tin with a plate, which has been experimentally studied (Kondo et al., 2018; Shakeri & Chandra, 2002). The e-MPS method works essentially by representing the particle in question, the molten tin, as an ensemble of many small particles (Oochi et al., 2010). Roughly 195,000 computational particles all initially in the liquid state were used. In each particle the continuity, Navier–Stokes, and energy equations are solved. Because solidification is being studied the latent heat of a computational particle is very important. As the particle collides with the isothermal surface it begins to transfer heat, and the adjacent particles begin to transfer heat. If a computational particle reaches a prescribed melting temperature, the temperature becomes fixed. At this point the heat equation is used to calculate the heat transfer between adjacent particles, and the latent heat of the particle in question. Once the latent heat reaches zero the particle is considered solid. The numerical results were in good agreement with the available experimental data and depicted the expected fingering.
Tabbara and Gu (2011) developed a novel method for modeling the impingement of a semi molten oxide ceramic particle. The solid core of the impingement model is treated as a perfect solid that can move but cannot deform, however it can still transfer heat. The substrate surrounding the particle, the molten phase, is modeled using the VOF method which is well established. The novelty of the solver comes from the heat transfer model which couples the solid particle and molten phase, creating smooth temperature gradients across the boundaries. The spread factor of the droplet agrees reasonably well with available experimental data, with comparing splat images furthering agreement.

In the previous paragraph a novel model with obvious limitations was discussed. Zhu et al. (2015) took this idea and expanded upon it slightly by allowing for a deformable core, creating a novel coupled Eulerian and Lagrangian solver. The solver does not use the VOF method to capture the molten phase. The solver is capable of handling both molten or semi-molten ceramic particle collisions. The model considers four unique systems of equations. The first is the thermodynamic model which uses the Mie–Grüneisen equation of state. The second is a pressure equation which imbeds the relative velocity of the particle and material speed of sound in the equation. The third equation is a temperature dependent viscosity model that uses a shifted Arrhenian form. The fourth equation is a plasticity modeled applied to the material which operates for a range of temperature covering both the solid and melt regime.

Pairzi et al. (2007) simulated molten droplet collisions onto patterned surfaces. A modified VOF method including heat transfer and phase changes was used. The work was done using the material properties of molten nickel and zirconia because it is a
commonly used material in manufacturing. If the material is heated beyond 1000 °C the liquid viscosity falls below one Pa-s (Shinoda et al., 2005). The material temperature was set to match experimental data at 2390 °C, producing a viscosity of 0.03 Pa-s. The droplet size range was between 15 and 60 microns, with an impact velocity between 70-250 m/s. The reference density of the material used was 5700 kg/m³. The results presented were for Reynolds numbers of 550 and 600. Qualitative validation was completed by comparing numerical splat images against the experimental. The key takeaway was that a VOF formulation could be used to faithfully simulate droplet splat on patterned surfaces at moderate Reynolds numbers.
CHAPTER 3

THERMAL SCALING ANALYSIS

A two-part thermal analysis was conducted to determine if the spreading process during volcanic ash droplet impingement can reasonably be approximated as being isothermal with a uniform temperature across the droplet. The first part of this study was done with scaling analyses that approximated the spreading, thermal diffusion, and convective time scales. These topics and results are covered in sections 3.1.1. and 3.1.2.

The nominal values from table 3.1. were used for all parts of the thermal analysis.

Table 3.1: Typical values of input parameters for volcanic ash impingement in gas turbine engines.

<table>
<thead>
<tr>
<th>Property</th>
<th>Symbol</th>
<th>Units</th>
<th>Range of Values</th>
<th>Nominal Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diameter</td>
<td>$d_0$</td>
<td>µm</td>
<td>3 - 30</td>
<td>10</td>
</tr>
<tr>
<td>Turbine Inlet Temperature</td>
<td>$T_p$</td>
<td>°C</td>
<td>980 - 1370</td>
<td>1200</td>
</tr>
<tr>
<td>Impact Velocity</td>
<td>$V_0$</td>
<td>m/s</td>
<td>130 - 450</td>
<td>200</td>
</tr>
<tr>
<td>Viscosity</td>
<td>$\mu$</td>
<td>Pa·s</td>
<td>10 - $10^5$</td>
<td>25</td>
</tr>
<tr>
<td>Density</td>
<td>$\rho$</td>
<td>kg/m$^3$</td>
<td>2350 - 2450</td>
<td>2400</td>
</tr>
<tr>
<td>Surface Tension</td>
<td>$\sigma$</td>
<td>N/m</td>
<td>0.35 - 0.37</td>
<td>0.36</td>
</tr>
<tr>
<td>Thermal conductivity</td>
<td>$k$</td>
<td>W/m·K</td>
<td>1 - 2</td>
<td>1.5</td>
</tr>
<tr>
<td>Specific heat</td>
<td>$c_p$</td>
<td>J/g·K</td>
<td>0.7 - 1.7</td>
<td>1.2</td>
</tr>
<tr>
<td>Equilibrium contact angle</td>
<td>$\theta_e$</td>
<td>degrees</td>
<td>18 - 71</td>
<td>55</td>
</tr>
</tbody>
</table>

NOTES

1Based on a distal particle size distribution analysis, Dacre et al (2013) found that 90% of ash particles (by mass) ejected from Eyjafjallajökull volcano where in size range of 3-30 µm.
Dunn (2012) examined three 1980-1990's era GTEs with turbine inlet temperatures sufficiently hot to melt volcanic ash particles. Range is TIT for these engines is given in the table.

Velocity range within turbine section of GTE is from Fundamentals of Gas Turbine Engines (https://www.cast-safety.org/pdf/3_engine_fundamentals.pdf).

Viscosity varies from $10^{-1}$ - $10^{5}$ over the range of TIT typical of GTEs, as recorded above, based on measurements of Giordano et al (2008). Strongly dependent on temperature, but the dependency is well known and a good correlation exists. Viscosity nominal value based on measurement by Song et al (2017) at 1200°C.

Based on data from Vogel et al. (2017), Wilson et al. (2012), and Shipley and Sarna-Wojcicki (1983) for amorphous volcanic glass particles.

Based on data from Song et al. (2017) and Li et al. (1997). Surface tension has negligible dependence on temperature.

Based on data from Büttner et al. (1998) for olivine-melilitite volcanic rock samples.

Song et al (2017) found that the contact angle has a strong dependence on temperature. Nominal value used based on measurements of Song et al (2017) at 1200°C.

The second part was done using numerical approximations to assess degree of uniformity of the particle/droplet temperature profile.

**Section 3.1. Scaling Analyses**

Because the conduction time scale is used in both sections 3.1.1. and 3.1.2. it will be introduced here. The conduction time scale is the order of magnitude of time for thermal diffusion to occur over a given length scale. The thermal diffusivity is defined as

$$\alpha = \frac{k}{\rho c_p}$$

and the length scale for particle heat conduction is the particle diameter $d$, so that the resulting conduction time scale is given by

$$\tau_\alpha = \frac{d^2}{\alpha}.$$  (3.1)
3.1.1. Conduction Time Scale and Convective Transport Time Scale

The convective transport time scale is the ratio of the length and velocity scales of the fluid motion. The characteristic length scale of the GTE is on the order of \( L \sim 1 \text{ m} \) and the velocity scale is denoted by \( V \) in table 3.1. The resulting convective time scale is

\[
\tau_V = \frac{L}{V}.
\]  

(3.2)

Taking the ratio of the convective transport and conduction time scales reveals the approximate nature of how fast the particle moves through the GTE with respect to the heating time. The ratio is denoted by \( \Omega \) and is referred to as the conduction-convection ratio, given by

\[
\Omega \equiv \frac{\tau_V}{\tau_\alpha} = \frac{\alpha}{dV/dt} L.
\]  

(3.3)

Using the nominal volcanic ash properties given in table 3.1, the conduction-convection ratio has a typical value of about 26 for ash particles in GTEs. Because this value is \( O(1) \), a more detailed analysis of temperature uniformity in advected ash particles is reported in section 3.2.

3.1.2. Conduction Time Scale and Spreading Time Scale

The spreading time scale for a liquid droplet is given by (Schiaffino & Sonin, 1997a) as
\[ \tau_s = \frac{\mu}{\rho V^2}. \]  

(3.4)

The viscosity is logarithmically dependent on temperature and chemical composition, as discussed in section 2.1.1 of the literature review. Giordano et al.’s. (2008) model was used to produce the results for viscosity in table 3.1, with the nominal value used in the scaling analysis. Taking the ratio of the spreading and conduction time scales revealed the approximate nature of how fast the particle solidifies as it spreads on a flat surface. This is ratio is referred to as the conduction spreading ratio, defined by

\[ S \equiv \frac{\tau_s}{\tau_a} = \frac{\mu}{\rho Vd Vd}. \]  

(3.5)

The conduction spreading ratio has a typical value of 0.0014 for ash particles in GTEs, based on the nominal properties listed in table 3.1. The fact that \( S \ll 1 \) for this application implies that the spreading process occurs much more quickly than the diffusion process. This observation implies that solidification is negligible during the spreading process. Consequently, the spreading and solidification processes can be separated, so that the droplet first experiences a nearly isothermal spreading process followed by solidification of a nearly stationary droplet.

\textbf{Section 3.2. Numerical Analyses}

The observation that the conduction-convection ratio for ash particles in GTEs is approximately order unity motivated us to perform a more in-depth analysis of the
particle temperature profile during passage through the GTE. This assessment was important since, if the particle temperature profile is not uniform, significant viscosity gradients within the droplet could exist during impact with the GTE surfaces. Section 3.2.1 covers the numerical method used for this assessment while 3.2.2 covers the results.

3.2.1. Crank-Nicholson Scheme and Boundary Conditions

The particle was treated as a sphere and thermal diffusion across the sphere was computed as a function of radius \( r \) and time \( t \) as the droplet traversed through the GTE. The transient temperature profile \( T(r,t) \) through the sphere is governed by the energy equation

\[
\frac{\partial T}{\partial t} = \alpha \left( \frac{\partial^2 T}{\partial r^2} + \frac{2}{r} \frac{\partial T}{\partial r} \right). \tag{3.6}
\]

The boundary conditions at the center of the sphere and the radial edge are given by

\[
\left. \frac{\partial T}{\partial r} \right|_{r=0} = 0, \tag{3.7a}
\]

\[
-k_p \left. \frac{\partial T}{\partial r} \right|_{r=r_o} = h \left( T\big|_{r=r_o} - T_\infty(x) \right). \tag{3.7b}
\]

Equation (3.7a) enforces a smooth temperature gradient across the center of the particle, and (3.7b) is a mixed-type boundary condition which balances thermal conduction within the particle at the outer surface to the thermal convection away from the particle surface.
Here, $k_p$ is the particle thermal conductivity and $h$ is the convective heat transfer coefficient from the particle surface. A correlation for $h$ can be expressed in terms of the Nusselt number $Nu = hd / k_f$, where $k_f$ is the working fluid thermal conductivity. For particles moving through a gas, the Marshall-Randz relation can be used to estimate the Nusselt number as a function of the relative particle Reynolds number and Prandtl number, given by

$$Nu = 2 + 0.6Re_p^{1/2} Pr^{-1/3}.$$  \hspace{1cm} (3.8)

Assuming that the particle moves through the GTE with approximately the same velocity as the working fluid, the particle Reynolds number $Re_p$ in (3.8) is approximately zero and $Nu \geq 2$. This results in an expression for the temperature gradient at the outer edge of the particle of the form

$$\frac{\partial T}{\partial r} \bigg|_{r=r_o} = -\frac{k_f}{k_p r_o} \left(T \big|_{r=r_o} - T_{\infty}(x)\right)$$ \hspace{1cm} (3.9)

where $T_{\infty}(x)$ denotes the ambient temperature of the gas within the GTE at the particle location.

A Crank-Nicholson scheme was used to simulate the transient particle temperature. The Crank-Nicholson scheme is difficult to use directly with (3.6), so a variable scaling and transformation was used of the form shown below:

$$\theta = T - T_{\infty}(0),$$ \hspace{1cm} (3.10a)
\[ \theta_o = \max(T_\infty) - \min(T_\infty), \quad (3.10b) \]
\[ u(r,t) = \theta(r,t)r, \quad (3.11) \]
\[ \frac{\partial u}{\partial t} = \alpha \frac{\partial^2 u}{\partial r^2}. \quad (3.12) \]

Here, \( \theta \) denotes the difference between the temperature at the particle location and the GTE inlet temperature. The variable transformation (3.11) converts the nonlinear equation (3.6) into a linear equation (3.12). The reduction leads to the rectangular heat equation. For convenience, these equations were nondimensionalized by

\[ u' = \frac{u}{r_o \theta_o}, \quad \theta' = \frac{\theta}{\theta_o}, \quad r' = \frac{r}{r_o}, \quad t' = \frac{\alpha}{r_o^2} t, \quad (3.13) \]

So (3.12) reduces to (3.14) given by

\[ \frac{\partial u'}{\partial t'} = \frac{\partial^2 u'}{\partial r'^2}. \quad (3.14) \]

From here moving forward all equations will be given in non-dimensional form with the primes dropped unless otherwise specified. Applying the scaling, variable transformation, and nondimensionalization as well as defining \( \eta = k_f/k_p \) and \( \theta_\infty(x) = T_\infty(x) - T_\infty(0) \) gives the final results for the boundary conditions, equations (3.15a and 3.15b).

\[ u|_{r=0} = 0 \quad (3.15a) \]
\[ \frac{\partial u}{\partial r}|_{r=1} + u|_{r=1}(\eta(t) - 1) = \frac{\eta(t)\theta_\infty(t)}{\theta_o} \quad (3.15b) \]
A particle initial temperature profile was chosen as constant across the radius and equal to the GTE inlet temperature which is defined as $T_\infty(0)$. The initialization is then given as $u|_{t=0} = 0$.

The latent heat of melting is set to zero since the particle is an amorphous solid (Shinozaki et al., 2013). The carrier gas in the GTE was treated as air with temperature dependent thermal conductivity. With the boundary conditions, initialization, and governing equation, the Crank-Nicholson scheme was employed to numerically approximate the heat equation and a second-order predictor-corrector method was used to track the particle location in the GTE. Particle diameters of 3, 10 and 30 $\mu$m were used. Two different GTE data sets with different peak temperatures were used, one having relatively low temperature peak (900 °C) and the other with higher temperature peak (1800 °C). The high peak data used for the computation is shown in figure 3.1.
Figure 3.1: In both the top and bottom plots the x-axis the position in the GTE given in meters. In the top plot the y-axis is the reference frame temperature of the GTE. In the bottom plot the y-axis is the reference frame velocity used in predictor-corrector algorithm. The vertically dashed black line indicates the end of the engine in both plots, at approximately 3.6 meters.

The results for the high peak and low peak engine data were similar, so only the results from the high peak data are discussed. The material properties used for the volcanic ash
are given in table 3.1. With the numerically calculated temperature profiles the viscosity was determined from (2.1). The three coefficients in (2.1) were taken to be $A = -4.55$, $B = 7720$ J/mol, and $C = 344$ K (Giordano et al., 2008). The method of Giordano et al. (2008) used to determine the coefficients, as discussed in section 2.1.2.

3.2.2. Numerical Results

The variation of the particle surface temperature and the particle surface viscosity is plotted in figure 3.2 for 3, 10, and 30 μm diameter particles as functions of particle position in the gas turbine engine.

Figure 3.2: Variation of (a) the particle surface temperature $T_{surf}(t)$ and (b) the particle surface viscosity $\mu_{surf}(t)$ as functions of position $x$ in the gas turbine engine for particles with diameter of 3 μm (green line, A), 10 μm (blue line, B), and 30 μm (red line, C). The gas turbine engine fluid temperature $T_f$ is plotted as a black dashed-dotted line in (a).
The particle surface temperature changes by about 1800 °C and the viscosity changes by approximately 35 orders of magnitude as the particle travels through the engine. Computations for 3 μm diameter particles indicate that the surface temperature value almost exactly follows the GTE fluid temperature and the temperature profile across the particle is very close to uniform. The change in the particle surface temperature is seen to lag the change in the ambient GTE fluid temperature by a slight amount for the 10 μm particle and by a significant amount for the 30 μm particle. The peak temperature within the engine is also observed to be lower for the 30 μm particle than for the 10 μm particle, although due to its larger thermal mass, the 30 μm particle remains hotter with a significantly lower viscosity for a much longer period of time than the smaller particles. This difference is significant since it is this rear region of the engine, downstream of the thermal peak, where particle deposition on the turbine blades and nozzle guide vanes is observed to occur.

The temperature variation in the radial direction across the particle can be characterized by the difference between the surface and the center, \( \Delta T(t) = T(r_0, t) - T(0, t) \). The temperature difference is plotted as a function of time for the three particle sizes in figure 3.3.
Figure 3.3: Plot of temperature difference between particle surface and center as a function of position $x$ in the gas turbine engine for particles with diameter of 3 μm (green line, A), 10 μm (blue line, B), and 30 μm (red line, C).

The temperature difference is largest in the region where the temperature increases rapidly at the entrance of the hot section of the GTE (at about $x = 1.75$ m), since in this region the slope of the temperature variation is almost vertical. The temperature difference exhibits a negative peak near the end of the engine hot section, at about $x = 3$ m.

Results for the maximum absolute value and the root-mean-square value of the temperature difference $\Delta T(t)$ are listed in table 3.2 for each of the three particle sizes. Here, $\Delta T_m$ is defined by

$$\Delta T_{rms} = \left[ \frac{1}{N} \sum_{i=1}^{N} \left( \Delta T(t) - \Delta T_m \right)^2 \right]^{1/2}$$

(3.16)
where $\Delta T_m$ is the mean value of $\Delta T(t)$ as the particle moves through the engine.

Table 3.2: Maximum and root-mean square (rms) values of the difference in temperature between the particle surface and center, $\Delta T(t) \equiv T(r_0, t) - T(0, t)$, and of the viscosity difference ratio $\Delta \beta(t) \equiv [\mu[T(r_0, t)] - \mu[T(0, t)]]/\mu[T(r_0, t)]$ for three particle diameters.

<table>
<thead>
<tr>
<th>Profile Measure</th>
<th>3 $\mu$m diameter</th>
<th>10 $\mu$m diameter</th>
<th>30 $\mu$m diameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max $</td>
<td>\Delta T</td>
<td>$ $^\circ$C</td>
<td>0.839</td>
</tr>
<tr>
<td>RMS $\Delta T$ $^\circ$C</td>
<td>0.115</td>
<td>1.01</td>
<td>6.71</td>
</tr>
<tr>
<td>Max $</td>
<td>\Delta \beta</td>
<td>$</td>
<td>0.0341</td>
</tr>
<tr>
<td>RMS $\Delta \beta$</td>
<td>0.00567</td>
<td>0.0572</td>
<td>0.928</td>
</tr>
</tbody>
</table>

Also listed in table 3.2 is the maximum absolute value and root-mean square value of the viscosity difference ratio

$$\Delta \beta = \frac{\mu[T(r_0, t)] - \mu[T(0, t)]}{\mu[T(r_0, t)]}$$  \hspace{1cm} (3.17)

which represents the difference between the particle surface and center viscosity divided by the surface viscosity.

Bearing in mind that the maximum temperature within the GTE is approximately $T_{\text{max}} \approx 1800^\circ$C, we see that the maximum temperature difference across the particle is only about 0.05%, 0.2% and 1.1% of $T_{\text{max}}$ for the 3, 10 and 30 $\mu$m diameter particles, respectively. The maximum value of the temperature difference occurs on the nearly vertical section of the temperature profile near $x = 1.7$ m, and the value in other parts of
the GTE is significantly lower. Correspondingly, the root-mean-square temperature difference across the particle is much smaller, measuring only about 0.006%, 0.06%, and 0.4% of $T_{\text{max}}$ for the three particle diameters, respectively. Since the viscosity varies exponentially with temperature, as indicated by (2.1), the maximum and root-mean-square values of the viscosity difference ratio $\Delta \beta(t)$ listed in table 3.2 are significantly larger than the temperature ratios listed above. For instance, the maximum and root-mean-square values of the viscosity difference ratio for the 10 $\mu$m diameter particle are about 24% and 5.7%, respectively. However, these values should be interpreted in light of the 35 orders of magnitude variation in particle viscosity as it passes through the GTE.
CHAPTER 4

COMPUTATIONAL METHOD

Section 4.1. Computational formulation

Computations were conducted of droplet impingement onto a flat surface using the finite-volume based formulation in ANSYS Fluent v19.2 and employing the combined level-set volume-of-fluid (CLSVOF) method to represent the droplet fluid and the external fluid phases (Griebel & Klitz, 2017; Sun & Tao, 2010; Sussman & Puckett, 2000). The flow field was computed in polar cylindrical coordinates \((r, \theta, z)\), with axisymmetric velocity profile given by

\[
\mathbf{u} = u(r, z, t) \mathbf{e}_r + w(r, z, t) \mathbf{e}_z. \tag{4.1}
\]

The governing equations for the fluid flow are based on the assumption of an incompressible Newtonian viscous fluid with viscosity \(\mu\) and density \(\rho\) that are functions of the level-set function \(\phi\), given by

\[
\nabla \cdot \mathbf{u} = 0 \tag{4.2}
\]

\[
\rho(\phi) \left[ \frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{u} \right] = -\nabla p + \nabla \cdot \left[ \mu(\phi)(\nabla \mathbf{u} + (\nabla \mathbf{u})^T) \right] - \mathbf{F}_{sf} \tag{4.3}
\]
The level-set function $\phi$ is equal to $+\phi_0$ in the liquid phase, $-\phi_0$ in the gas phase, and 0 on the gas-liquid interface, where $\phi_0$ is a prescribed constant. The level-set function $\phi$ is evolved in time using the standard equation

$$\frac{\partial \phi}{\partial t} + \nabla \cdot (u \phi) = 0.$$  

(4.4)

The level-set function is regularly re-initialized using the geometrical interface-front construction method to preserve the property \(|\nabla \phi| = 1\) (Sethian, 1999).

The distributed surface tension force $F_{sf}$ is evaluated using an extension of the Brackbill et al. (1992) equation as

$$F_{sf} = 2H(\phi)\delta(\phi)\sigma\kappa \mathbf{n}$$  

(4.5)

where the interface unit normal $\mathbf{n}$ and mean curvature $\kappa$ are defined by

$$\mathbf{n} = \frac{\nabla \phi}{|\nabla \phi|} \big|_{\phi=0}, \quad \kappa = \nabla \cdot \mathbf{n}.$$  

(4.6)

A phase-smoothed Heaviside function $H(\phi)$ and Dirac delta $\delta(\phi)$ can be defined for an interface with thickness $\alpha$ as (Croce et al., 2010)
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The fluid density and viscosity were specified in terms of the values \((\rho_\ell, \mu_\ell)\) in the liquid and the values \((\rho_g, \mu_g)\) in the gas as

\[
\rho(\phi) = [1 - H(\phi)]\rho_g + H(\phi)\rho_\ell \\
\mu(\phi) = [1 - H(\phi)]\mu_g + H(\phi)\mu_\ell
\]  

A block-structured mesh containing four blocks was generated using the ANSYS meshing utility, as shown in figure 4.1a.
Figure 4.1: Plots illustrating the computational domain, of height $H$ and radius $R$. Here $r$ and $z$ are the radial and axial coordinates, respectively. In (a), the four blocks of the multi-block structured grid are indicated. The plot in (b) shows the droplet initial configuration and the boundary conditions on the domain sides.

The mesh is uniform in blocks 1 and 3, with the mesh size is set equal to a value $L_e$ in block 1 and 0.62 in block 3. In blocks 2 and 4, the mesh gradually varied from the small grid size in block 1 to the large grid in block 3. A fully implicit coupled pressure and velocity solver was used to solve equations (4.2) and (4.3) on the block-structured grid. The momentum equation (4.3) and the level-set equation (4.4) were solved using a second-order upwind scheme. The pressure interpolation was performed using the PRESTO! (PREssure STaggering Option) scheme, and gradients were computed using a cell-based least-squares method.

The domain initial and boundary conditions are shown in figure 4.1b. The droplet is entrained in a downward axisymmetric stagnation-point flow. A uniform downward velocity was set at the velocity inlet, and the no-slip condition was prescribed at the wall.
boundary. In order to enhance computational stability, the density and viscosity of the gas phase were set to 1000 times smaller than the liquid phase. The offset distance between the droplet surface and the wall at the initial time was set equal to one-tenth of the droplet diameter. The transient droplet solution was initialized using a steady-state solution for the gas phase. All variables in the computations were non-dimensionalized using the initial droplet diameter \( d \), the impact velocity \( V_0 \), and the liquid density \( \rho_l \) as

\[
\begin{align*}
  u' &= u / V_0, \\
  x' &= x / d, \\
  p' &= p / \rho_l V_0^2, \\
  t' &= t V_0 / d.
\end{align*}
\] (4.10)

Primes on dimensionless variables are dropped in the remainder of the paper for convenience.
CHAPTER 5

COMPUTATIONAL RESULTS

Direct computations of droplet impingement were performed using the dimensionless parameters listed in Table 5.1.

Table 5.1: Computed parameters for melted volcanic ash in gas turbine engines.

<table>
<thead>
<tr>
<th>Property</th>
<th>Symbol</th>
<th>Equation</th>
<th>Units</th>
<th>Range of Values</th>
<th>Nominal Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weber number</td>
<td>We</td>
<td>$\rho dV_0^2/\sigma$</td>
<td>none</td>
<td>320 - 42,500</td>
<td>2667</td>
</tr>
<tr>
<td>Reynolds number</td>
<td>Re</td>
<td>$\rho dv_0/\mu$</td>
<td>none</td>
<td>$0.9*10^{-5}$-3.3</td>
<td>0.19</td>
</tr>
<tr>
<td>Ohnesorge number</td>
<td>Oh</td>
<td>$\mu/\sqrt{\rho d\sigma}$</td>
<td>none</td>
<td>61-2.0*10$^{6}$</td>
<td>273</td>
</tr>
<tr>
<td>Bond number</td>
<td>Bo</td>
<td>$\rho g d^2/\sigma$</td>
<td>none</td>
<td>$5.6<em>10^{-7}$-$6.2</em>10^{-5}$</td>
<td>$6.5*10^{-6}$</td>
</tr>
<tr>
<td>Spreading velocity</td>
<td>$U$</td>
<td>$\rho V_0^2 d/\mu$</td>
<td>m/s</td>
<td>0.0012 - 1490</td>
<td>38</td>
</tr>
<tr>
<td>Collision time</td>
<td>$\tau_C$</td>
<td>$\mu/\rho V_0^2$</td>
<td>$\mu$s</td>
<td>0.020 - 2500</td>
<td>0.26</td>
</tr>
</tbody>
</table>

To maximize computational efficiency, a variable time stepping method was used with maximum Courant number of 0.75. The grid size near the contact line was selected as $L_c=0.006$.

5.1. Results for a Typical Low Reynolds Number Case

Typical results for volcanic ash transported in a gas turbine engine (Case 2, with $Re = 0.19$) are plotted in figure 5.1 showing a time series of the velocity magnitude both inside and external to the droplet during collision.
Figure 5.1: Time series of computational results for Case 2 (Re = 0.19) showing contours of the velocity magnitude at times (a) $t = 0.016$, (b) 0.156, (c) 0.238, (d) 0.360, (e) 0.560 and (f) 0.938. The $\phi = 0$ surface indicating the droplet interface is identified by a solid black line.

The droplet surface ($\phi = 0$) is indicated using a solid black line. The droplet first makes contact with the surface in figure 5.1a, at which time the velocity within the droplet is nearly unchanged from the initial state, save for a decrease in velocity magnitude within a small region surrounding the collision point. The external fluid exhibits a high-velocity jet away from the droplet along the impact surface, as the squeeze-film is emptied of fluid by the impinging droplet. Figure 5.1b-e show the droplet flattening as the contact line moves outward along the impact surface. The velocity magnitude rapidly decreases both within the droplet and external to the droplet. A jet of external fluid is emitted from the
vicinity of the contact line in figure 5.1b-c due to the corner flow in this region, but the magnitude decreases rapidly.

The pressure field internal to the droplet is shown in figure 5.2a at $t = 0.29$.

Figure 5.2: Contour plots of (a) the droplet pressure field and (b) the smoothed Heaviside function $H(\phi)$, with velocity streamlines, for Case 2 at time $t = 0.29$. The solid line in (a) denotes the droplet interface $\phi = 0$, and the shaded region in (b) indicates the interior of the droplet.

A region of high pressure is observed along the impact surface, just inward of the contact line. This pressure field is very similar to that obtained in the droplet impact simulations of Philippi et al. (2016) and Eggers et al. (2010). Figure 5.2b shows contours of the step function $H(\phi)$ indicating the fluid phase at a time of 0.29, where the grey region of the plot indicates the region inside the droplet. Streamlines of the velocity field are also shown. The presence of a recirculating vortical flow in the external fluid streamlines just outside of the impacting droplet is similar to the flow structures present in the numerical
computations of droplet impingement by Guo et al. (2016). The phase plot in figure 5.2b exhibits a thin strip along the bottom surface of the droplet in which the phase transitions back to the external fluid. This strip, which was a common feature observed in computations that we performed for low Reynolds number droplet impingement, is consistent with observations of air film formation beneath impinging droplets made by numerous researchers (Hicks & Purvis, 2010; Kolinski et al., 2012; Liu et al., 2013; Thoroddsen et al., 2003, 2005). Experimentally studies indicate that this air film beneath impacting droplets is sometimes very thin, only a few tens of nanometers thick (Kolinski et al., 2012).

Theories for droplet impingement on surfaces (Attané et al., 2007; Bechtel et al., 1981; Kim & Chun, 2001) typically utilize a balance between the rate of change of potential and kinetic energy in the droplet and the rate of energy dissipation. Consequently, it is of interest to examine the contours of some of these energy terms within the droplet. A time series showing the contours of the kinetic energy $\frac{1}{2} H(\phi)(u^2 + w^2)$ for Case 2 is presented in figure 5.3 for the same six times as used in Figure 5.1.
Figure 5.3: Time sequence showing the kinetic energy contours within the droplet for Case 2 at the six times plotted in figure 5.1. The \( \phi = 0 \) surface indicating the droplet interface is identified by a solid black line. Contour levels in each frame are not equivalent.

The kinetic energy contour levels are reset at each time frame since the value of kinetic energy decreases significantly during the time series. The value of the kinetic energy gradually increases with height and with radius within the droplet at any time during the spreading process.

A time series of the contours of the rate of hydraulic energy dissipation \( \pi_h \) (nondimensionalized by \( \rho \ell d^2 V_0^3 \)) within the droplet is plotted in figure 5.4, which is defined by
\[ \pi_h(r, z, t) = \frac{2H(\phi)}{Re} \left[ \left( \frac{\partial u}{\partial r} \right)^2 + \left( \frac{u}{r} \right)^2 + \left( \frac{\partial w}{\partial z} \right)^2 + \frac{1}{2} \left( \frac{\partial u}{\partial z} + \frac{\partial w}{\partial r} \right)^2 \right]. \] (5.1)

Figure 5.4: Time sequence showing the contours of the rate of energy dissipation within the droplet for Case 2 at the six times plotted in figure 5.1. The \( \phi = 0 \) surface indicating the droplet interface is identified by a solid black line. Contour levels in each frame are not equivalent.

At the droplet contact time in figure 5.4a, the energy dissipation rate is dominated by a region surrounding the contact point, and it is small in the upper part of the droplet. As the droplet spreads on the impacting surface, the magnitude of the energy dissipation rate decreases but the region with significant values of energy dissipation rate spreads out over a wide region within the droplet. We note that most theories for droplet impingement at high Reynolds number assume that all energy dissipation occurs within a thin boundary layer lying between the droplet and the impact surface (Bechtel et al.,
By contrast, our direct computation results for energy dissipation rate at low Reynolds number exhibit significant energy dissipation rate values within the body of the droplet and relatively small dissipation rate along the impact surface (except very close to the contact line).

5.2. Reynolds Number Effect

The effect of Reynolds number on the droplet impingement computations was examined by repeating the above computations with four different Reynolds number values over the interval $0.05 \leq Re \leq 10$, with the same value of $We$ (see Table 3.1). The computed contact radius $r_c$ and the droplet center of mass height $z_m$ are plotted in figure 5.5 as functions of time for $Re$ values of 0.05, 0.19, 1 and 10.

Figure 5.5: Effect of Reynolds number on droplet (a) contact radius $r_c$ and (b) center of mass height $z_m$ as functions of time. The Reynolds number is indicated by the capital letters A to D, and the solid black arrow indicates a decreasing Reynolds number. The Reynolds numbers shown are 0.05 (A, blue), 0.19 (B, red), 1 (C, green), 10 (D, black).
The maximum spread factor is observed to increase as the Reynolds number increases.

A comparison of our computational results for time variation of the contact radius with experimental data and analytical predictions from other investigators is shown in figure 5.6, which is shown using a log-log plot.

![Figure 5.6: Plot of contact radius versus time, using a log-log scale. The solid black arrow indicates an increasing Reynolds number. The computed data is indicated by solid lines, with Reynolds numbers of 0.05 (A, blue), 0.19 (B, red), 1 (C, green), and 10 (D, black). Data from Gordillo et al. (2018) is plotted using deltas, squares, and crosses for Reynolds numbers of 0.11, 0.7, and 7, respectively. Data from Rioboo et al. (2002) for Reynolds number of 9 is plotted using diamonds. The dashed line indicates the Philippi et al. (2016) analytical expression for short-time droplet spreading.](image)

Our computational data is plotted as solid curves, with decreasing contact radius as the Reynolds number increases (as indicated by the arrow from A to D). The computational results are compared to experimental data for low Reynolds number droplet impingement obtained by Gordillo et al. (2018) for Reynold’s numbers of 0.11, 0.7, and 7 and by Rioboo et al. (2002) for a Reynolds number of 9. The experimental data is colored in
figure 5.6 using the same color as the computational prediction with the nearest computational Reynolds number. A short-time analytical result from Philippi et al. (2016) based on approximate solution of the inviscid flow equations is also plotted in figure 5.6, which can be written in dimensionless form as

\[ r_c = \sqrt{3t/2}. \]  

(5.2)

Both the computational results and the experimental data exhibit the trend that the contact radius decreases with decrease in Reynolds number. The Philippi et al. (2016) inviscid flow solution yields a higher contact radius than any of the finite Reynolds number computational or experimental results. The log-log plot in figure 5.6 indicates that both our computational results and the comparison experimental data agrees with the \( \sim t^{1/2} \) trend predicted by the Philippi et al. (2016) solution for short times.

In comparing the quantitative predictions between our computational data and the comparison experimental results, it should be kept in mind that the highly viscous liquids used in these experiments tend to also exhibit significant viscoelastic behavior. The effect of viscoelasticity on inhibiting the droplet spreading was pointed out by Gordillo et al. (2018) as a major reason why the contact radius in their experimental data was substantially lower than indicated by extrapolation of power law predictions made from higher Reynolds number data. Viscoelastic effects in the experimental data is therefore a likely reason for why the Gordillo et al. (2018) experimental results for contact radius suddenly plateau at finite time, which is a behavior not observed in the computations or theory, or in the higher Reynolds number experimental results.
We have also examined the total kinetic and potential energy of the droplet, $E_c$ and $E_p$, which can be written in dimensionless form as $e_c = E_c/(\rho_l d^3 V_0^2)$ and $e_p = E_p/(\rho_l d^3 V_0^2)$. The potential energy consists of both gravitational potential energy and interfacial potential energy. The potential energy is given by the sum of the air-liquid interfacial energy $\sigma A_{GL}$ and the liquid-solid interfacial energy $\pi R_c^2 \sigma_{SL}$, minus the interfacial energy $\pi R_c^2 \sigma_{SG}$ that was present before the surface was covered by the liquid.

Here, $A_{GL}$ is the area of the liquid-gas interface, $R_c$ is the contact line radius on the planar solid substrate, and $\sigma$, $\sigma_{SL}$ and $\sigma_{SG}$ denote the liquid-gas, solid-liquid and solid-gas surface tensions, respectively. The resulting interfacial potential energy is given by

$$E_p = \sigma A_{GL} + \pi R_c^2 (\sigma_{SL} - \sigma_{SG}).$$  

(5.3)

Young’s equation defines the equilibrium contact angle $\theta_e$ by

$$\sigma \cos \theta_e = \sigma_{SL} - \sigma_{SG}$$  

(5.4)

so that (5.3) reduces to

$$E_p = \sigma (A_{GL} - \pi R_c^2 \cos \theta_e).$$  

(5.5)

Nondimensionalizing the interfacial area and the contact radius using the droplet radius $d$ as $a_{GL} = A_{GL} / d^2$ and $r_c = R_c / d$, the potential energy can be written in dimensionless form as

$$e_p = \frac{1}{w_e} (a_{GL} - \pi r_c^2 \cos \theta_e).$$  

(5.6)

The dimensionless kinetic energy within the droplet is given by.
\[ e_c = \frac{1}{2} \int_V H(\phi)(u^2 + w^2)dv. \]  

(5.7)

Plots of the time variation of \( e_p \) and \( e_c \) are shown in figure 5.7 for the same Reynolds number values examined in figure 5.6.

Figure 5.7: Reynolds number effect on (a) semi-logarithmic plot of the potential energy and (b) log-log plot of the kinetic energy within the droplet as functions of time. The Reynolds number is indicated by the capital letters A to D, and the solid black arrow indicates a decreasing Reynolds number. The Reynolds numbers shown are 0.05 (A, blue), 0.19 (B, red), 1 (C, green), 10 (D, black).

A log-log plot is used for the kinetic energy since it reduces rapidly following droplet impact. The potential energy flattens out at a value between 50-60% of the value for the initial spherical droplet, whereas the kinetic energy decreases by nearly eight orders of
magnitude during the computation. The potential energy of the droplet is observed to
decrease as the Reynolds increases. This trend is further examined in figure 5.8, where
the product of potential energy and Weber number in the long-time steady state
configuration of the droplet is plotted versus Reynolds number both for our
computational results and for values calculated from the droplet impingement videos
given in the Gordillo et al. (2018) supplementary information.

Figure 5.8: Plot of the steady potential energy multiplied by the Weber number \((e_p \cdot We)\)
versus the Reynolds number. The circular symbols indicate the steady values from our
simulations, with Reynolds numbers 0.05 (A, blue), .019 (B, red), 1 (C, green), 10 (D, black). The delta (Δ), square (□), and cross (x) indicate values computed from the
experimental video data from Gordillo et al. (2018).

The multiplication by \(We\) in figure 5.8 was used to normalize the data, as suggested by
(5.1), since our computations and the Gordillo et al. (2018) experiments were conducted
at different Weber number values. Both our computations and the Gordillo et al. (2018)
experiments indicate a decrease in potential energy as the Reynolds number increases.

Figure 5.9 shows the droplet shape and contours of the local dissipation rate
plotted at two different times for three different Reynolds numbers.

Figure 5.9: Local dissipation rate at two times and three different Reynolds numbers.

The dissipation rate is largest in the low Reynolds number cases, and it occurs over a
larger fraction of the droplet volume. This trend is expected because the dissipation
defined in (5.1) scales with the inverse Reynolds number. The velocity gradients in (5.1)
define the shape of the contours. For the \( Re = 10 \) case, the dissipation rate is dominated by velocity gradients near the contact line, whereas dissipation rate is more spread out in the low Reynolds number cases.

### 5.3. Velocity Profile Within the Droplet

An important feature of many theoretical models for impacting droplets is the need to assume a velocity profile within the droplet. The droplet flow field is often assumed to have the form of an inviscid stagnation-point flow (Bechtel et al., 1981; Eggers et al., 2010; Kim & Chun, 2001; Pasandideh-Fard et al., 1996), such that

\[
\begin{align*}
    u &= sr \\
    w &= -2sz
\end{align*}
\]

where the straining rate \( s(t) \) is determined by an additional boundary condition, such as the kinematic condition \( w(0,h,t) = \dot{h} \) at the top of the droplet. This form of velocity profile is appropriate at sufficiently long times after impact for cases with high Reynolds numbers. Since the radial velocity in (5.8) does not satisfy the no-slip condition, the droplet is assumed to have a thin boundary layer underneath it in which most of the viscous dissipation occurs. Alternatively, Madejski (1976) developed a theory using a cylinder model for the lamellar film that forms at long time as a droplet spreads on the surface, in which the radial velocity was assumed to have the linear shear form

\[
\begin{align*}
    u &= czr \\
    w &= -cz^2
\end{align*}
\]

where \( c = c(t) \) is a coefficient with SI dimensions of \( 1/m\cdot s \). This velocity profile is more appropriate for droplet impact cases with low Reynolds number at long time, as the radial velocity satisfies the no-slip condition on the substrate surface.
A similarity theory for droplet impact for short times after impact was developed by Philippi et al. (2016) based on solution of the potential flow equations, which gives droplet velocity and pressure fields as a function of time after impact for cases with high droplet Reynolds numbers. Philippi et al. (2016) also provide a solution for the viscous boundary layer flow lying under the self-similar inviscid flow within the droplet, where the boundary layer velocity field varies as a function of $z \sqrt{Re/t}$, in agreement with the classical Stokes impulsive motion solution. Similar results are noted by Wildeman et al. (2016) based on computational solution of droplet impacts with Reynolds number in the interval $100 \leq Re \leq 1000$.

In the current subsection, we explore the direct computation results for droplet impingement to determine a reasonable approximate form for the velocity profile within the droplet that is appropriate for low Reynolds number collisions. One common feature of the velocity profiles in (5.8) and (5.9) is that the axial velocity component $w$ is approximately independent of radius $r$, at least near the central and middle parts of the droplet. This feature is examined in figure 5.10, in which the axial velocity is plotted as a function of height at three different radial locations ($r = 0$, 0.15 and 0.3) and at different times during the droplet impact. It is observed that at each of these times, the velocity profile at each radial location is very similar, indicating that the axial velocity can reasonably be assumed to be independent of radius, or $w = w(z, t)$, for low Reynolds number droplet impingement problems. In this case, the radial velocity can be obtained from the axisymmetric continuity equation as
\[ u(r, z, t) = -\frac{r}{2} \frac{\partial w}{\partial z} \]  

(5.10)

We seek a functional fit for the radial and axial velocity profiles which satisfies the no-slip and no-penetration boundary condition on the substrate surface, which from (5.10) requires that \( w = \partial w / \partial z = 0 \) on \( z = 0 \). Satisfaction of these boundary condition can be ensured by approximating the gradient of the axial velocity as proportional to a log-normal distribution \( f(z) \), such that

\[ \frac{\partial w}{\partial z} = -C_{LN} f(z) = -\frac{C_{LN}}{\sigma_{LN} z \sqrt{2\pi}} \exp \left( -\frac{(\ln z - \mu_{LN})^2}{2\sigma_{LN}^2} \right) \]  

(5.11)

and from (5.10)

\[ u = \frac{C_{LN} r}{2} f(z) \]  

(5.12)

Here \( C_{LN}, \mu_{LN} \) and \( \sigma_{LN} \) are undetermined fitting coefficients. The axial velocity profile \( w(z, t) \) can be obtained by integrating (5.11) to obtain

\[ w(z, t) = -C_{LN} [\Phi(z) - \Phi(0)] \]  

(5.13)

where \( \Phi(z) = 1 - \frac{1}{2} \text{erfc} \left[ \frac{\ln z - \mu_{LN}}{\sqrt{2}\sigma_{LN}} \right] \) is the cumulative normal distribution and \( \text{erfc}(\cdot) \) is the complementary error function.

A plot demonstrating these functional fits for the case with \( Re = 0.19 \) is given in figure 5.10.
Figure 5.10: Computational results for the axial velocity $w(r, z, t)$ as a function of height $z$ at times $t = 0.158$ (black), $0.614$ (red), and $1.752$ (green). Results are compared at three radial locations, $r = 0$ (squares), $r = 0.15$ (crosses), and $r = 0.30$ (deltas), demonstrating that the axial velocity depends only weakly on radius within the body of the droplet. The droplet shape for the three times shown is indicated in the inset plots on the right, with the radial cuts at $r = 0.15$ and $r = 0.30$ indicated in the bottom plot.

The radial velocity profile at $r = 0.15$ was fit using (43), which is shown in figure 5.11a.
Figure 5.11: Plots showing (a) radial velocity profile in $z$ at $r = 0.15$ and (b) axial velocity profile in $z$ at $r = 0$ for the case with $Re = 0.19$ at times $t = 0.168$ (black squares), $0.614$ (red deltas), and $1.752$ (green circles). The curves in (a) are best-fit log-normal curves of the form (5.12) with coefficients given in table 5.2, which end on the droplet boundary. The curves in (b) were computed using (5.13) with the same coefficients as the curves in (a).

The best-fit coefficient values were obtained by searching for values yielding minimum least-square error with increment sizes $\Delta C_{LN} = 0.008$, $\Delta \mu_{LN} = 0.004$, $\Delta \sigma_{LN} = 0.002$.

Corresponding plots for the axial velocity profile were obtained using (45) with the same coefficient values as used for the curves in figure 5.11a. The resulting predictions for axial velocity profiles are shown in figure 5.11b to be in excellent agreement with axial velocity data taken along the symmetry axis ($r = 0$). This procedure was repeated for the velocity profiles obtained for computations with all four Reynolds number values listed in table 5.2, and the best-fit values for the coefficients $C_{LN}$, $\mu_{LN}$ and $\sigma_{LN}$ are plotted in figure 5.12 as functions of Reynolds number.

Table 5.2: Listing of parameter values in different computational cases examined.
<table>
<thead>
<tr>
<th>Case</th>
<th>Weber</th>
<th>Reynolds</th>
<th>Ohnesorge</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2666</td>
<td>0.05</td>
<td>1032</td>
</tr>
<tr>
<td>2</td>
<td>2666</td>
<td>0.019</td>
<td>271</td>
</tr>
<tr>
<td>3</td>
<td>2666</td>
<td>1</td>
<td>51</td>
</tr>
<tr>
<td>4</td>
<td>2666</td>
<td>10</td>
<td>5</td>
</tr>
</tbody>
</table>

Figure 5.12: Plots of the best-fit values for the log-normal coefficients (a) $C$, (b) $\mu$, and (c) $\sigma$ for the radial velocity profile, for times $t = 0.168$ (black), 0.614 (red), and 1.752 (green) and for Reynolds numbers 0.05 (deltas), 0.19 (crosses), 1 (squares), and 10 (diamonds).

The data indicate that $\mu_{LN}$ and $\sigma_{LN}$ are approximately constant while $C_{LN}$ decreases significantly in time. We also do not see any clear trend in values of $\mu_{LN}$ and $\sigma_{LN}$ with Reynolds number, but rather the values of scattered around mean values of approximately -1.1 and 0.85, respectively.
5.4. Droplet Shape During Impact

It is also necessary in many analytical theories for droplet impact to assume a family of shapes for the droplet. Common choices are a truncated sphere or a cylinder (Attané et al., 2007), although other options such as the rimmed cylinder or cylinder with spherical rims are sometimes employed. A comparison of the computed droplet shape over a series of times during droplet impingement with the popular cylinder and truncated sphere shapes is given in figure 5.13 for the $Re = 0.19$ case.

![Figure 5.13: Time series of plots showing computed phases (grey = droplet and white = external fluid) at the same times as in figure 5.1, compared to a truncated sphere (dashed-dotted line) and a cylinder (dashed line) with the same volume and center-of-mass.](image)
The cylinders and truncated spheres shown for comparison have the same volume and center of mass as the computed droplet. It is apparent from these results that the truncated sphere is an excellent approximation of the droplet shape during the early stages of droplet impingement, and even for long times remains a reasonable approximation to the computed profile.

In figure 5.14 a time series showing the droplet shapes (in grey shading) and velocity vectors during droplet impingement are compared for cases with two Reynolds numbers: $Re = 0.19$ (on the left) and $Re = 10$ (on the right).
Figure 5.14: Velocity vectors within the droplet for impact computations with Reynolds’ numbers 0.19 (left - a, b, and c) and 10 (right- d, e, and f). The images are shown at the same times - 0.158 (top), 0.614 (middle), and 1.752 (bottom). Grey shading indicates the interior of the droplet.

All other parameters except the fluid viscosity are the same for the two computations.

The lower Reynolds number problem clearly shows less spreading and less droplet flattening at times $t = 0.614$ and 1.752 after the initial impact has occurred. The higher Re
case not only spreads more than the low Re case, but it also spreads more rapidly along the substrate surface.
CHAPTER 6

CONCLUSIONS

6.1. Thermal Analysis Conclusions

A two-part thermal analysis was conducted to determine if the spreading process could be modeled as isothermal with a uniform temperature. The first part, section 3.1, covered scaling analyses used to approximate the various time scales of the impingement and the spreading processes. The stokes number calculated by Taltavull et al. (2016) indicated that the volcanic ash particle will collide with solid surfaces, given that the particle is larger than about 1 \( \mu \)m. The conduction-convection time scale ratio \( \Omega \) was of order unity, so a more detailed analysis of temperature uniformity within the particle was conducted. The spreading-conduction time scale ratio \( S \) was much less than unity, which indicated that the spreading process occurs much more quickly than the thermal diffusion process, so that thermal effects can be ignored during droplet spreading simulations.

A Crank-Nicholson scheme was used to model the thermal response of the volcanic ash particle as it flowed through a GTE. The results showed that for particles less than 30 \( \mu \)m in diameter the temperature profile was uniform within 1% of the peak GTE temperature. The assumption of a uniform temperature profile was therefore justified for simulation purposes.
6.2. Droplet Impingement Conclusions

Small volcanic ash particles (with diameter from 3-30 µm) can be suspended in the atmosphere for periods of several weeks following a volcanic eruption. Jet aircraft flying through volcanic ash clouds ingest suspended particles into their gas turbine engines. These small particles can heat up and melt in the combustion portion of the engine, and then deposit on the downstream sections of the engine. Such deposits are of particular concern when they block film cooling holes on the turbine blades, leading the blades to heat up and the material to fail. Scaling studies of molten volcanic ash particle impingement in gas turbine engines indicate that this collision occurs at high Weber numbers \((We = O(1000))\) but at low droplet Reynolds numbers \((Re = O(0.1-1))\). A survey of the literature on droplet impingement on flat surfaces reveals that nearly all existing work was done for high droplet Reynolds numbers, and does not adequately capture the parameter range involved in the volcanic ash droplet impingement problem.

The current thesis presents a computational study of droplet impingement at high Weber number \((We = 2776)\) and at relatively low Reynolds number \((0.05 \leq Re \leq 10)\). This Reynolds number range was selected because it extends into the range of interest for molten volcanic ash impingement while also extending up into the bottom part of the range covered by previous moderate Re studies. The computations were conducted using an axisymmetric finite-volume approach with the combined level-set volume-of-fluid method used for interface tracking. Validation of the computations was performed by comparing predictions for contact radius variable with time to experimental data from Gordillo et al. (2018) for Reynold’s numbers of \(0.11 \leq Re \leq 7\) and experimental data
Rioboo et al. (2002) for Reynolds number of 9. The comparison of the computational predictions with the Gordillo et al. data was good for short times, but the presence of viscoelastic effects caused a spreading of the droplet to terminate prematurely (Gordillo et al., 2018). The Rioboo et al. (2002) data compared well with our computational predictions. The results were also compared over short times to the inviscid-flow analytical solution of Philippe et al. (2016), which seems to form a high Re bound for the data. At all Re values examined, the contact radius is observed to increase in proportion to the square root of time for short times after impact, in agreement with the Philippe et al. (2016) prediction. In general, the results show that the droplet spreads less rapidly, and reaches a smaller value of the maximum spread radius, as the Reynolds number decreases.

The computational results were used to examine the time and spatial variation of the kinetic energy and dissipation rate, as well as the time variation of the potential energy of the droplet. The dissipation rate decreases with increase in Reynolds number. At low Re the dissipation rate occurs throughout middle part of the droplet, but as Re approaches moderate values (~10) the dissipation rate becomes increasingly dominated by the region around the contact line. Spatial patterns of dissipation rate differ significantly from assumptions made in high Reynolds number approximate models (Kim & Chun, 2001), which typically assume that all dissipation occurs in a thin boundary layer underneath the essentially inviscid droplet flow. Droplet kinetic energy increases with Reynolds number, corresponding with the observed decrease in dissipation rate. The droplet potential energy was found to decrease with increase in Reynolds number in the
computed data. This trend was also observed in the experimental data of Gordillo et al. (2018).

The computed droplet shape was shown to be well approximated by a truncated sphere throughout the low Reynolds number impingement process. The axial velocity was found to be nearly independent of radius within the central part of the droplet, from which it follows that the radial velocity increases linearly with radius. The radial velocity profile was shown to fit closely to a log-normal form, from which the axial velocity profile was shown to be proportional to the cumulative probability distribution function, which can be written in terms of the complementary error function. The velocity profiles were shown to approach the form proposed by Madejski (1976) at long times, in which the radial velocity varies linearly in height $z$ and the axial velocity varies quadratically in $z$.

### 6.3. Future Work and Applications

We have presented a work that assesses the fundamentals of low Reynolds number droplet impingement and how that relates to volcanic ash being ingested into a GTE. Moving forward there are several options to further advance the understanding of low Reynolds number droplet impingement. First, more experimentation that addresses a low Reynolds number should be conducted. Visser et al. (2012) was able to develop a micro sized droplet generator that could produce high speeds but was limited to low viscosity fluids. Gordillo et al. (2018) was able to produce a low Reynolds number but used a viscoelastic fluid which contributed to experimental uncertainty. Conducting an
experiment that overcomes the issues encountered by Gordillo et al. (2018) and Visser et al. (2012) would be a very useful dataset for modeling purposes. A second future work could be the development of an analytical spreading model applicable to low Reynolds numbers in conjunction with new experimental data.

The application of this work was laid out such that it pertains to volcanic ash ingestion in GTE. The premise for this choice was that if the spreading process of low Reynolds number droplets can be better understood then we can better design surface coating and engine components to mitigate ash build up. The study of the effect of volcanic ash on thermal barrier coatings is fairly extensive (Arai et al., 2019; Cai et al., 2016; Mechnich et al., 2011; Naraparaju et al., 2018; Schulz & Braue, 2013). Thermal barrier coatings are used to increase engine component life span and resilience against particulate matter. Our findings will help inform future researchers who attempt to model the process as the volcanic ash melts and spreads along an engine surface.
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